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SYLLABLE WEIGHT AS A PHONOLOGICAL VARIABLE 

The Nature and Function of the Contrast 

Between "Heavy" and "Light" Syllables 

Paul Newman 
Yale University 

and 
Centre for the Study of Nigerian Languages 

Ahmadu Bello University 
Kano, Nigeria 

1. Introduction 

301 

In general phonological works, a basic dichotomy is commonly drawn 

between open syllables, i.e. those of the form (C)V, and closed syllables, 

i.e. those of the form (C)VC. For example, Pike says: "A syllable is 

checked (or closed) whenever it ends in a contoid ••• A syllable is free 

(or open) when it ends in a vocoid. The word 'hast' is a syllable checked 

by the arresting group [st]. The word 'spa' is a free syllable" [1943: 119, 

underline his]. In most cases the open/closed contrast is seen not as a 

simple dichotomy, but rather as an unequal opposition in which one 

member of the pair--the open syllable--has special status. "A syllable 

consisting of a consonant plus a vowel represents the most primitive, 

and without doubt historically the oldest, of all syllable types, the 

only one which is general in all languages. We call it the open syllable. 

All languages have open syllables. Very many have only open syllables. 

No language has only closed syllables" [Malmberg 1963: 129]. An almost 

identical statement is made by the Russian phonetician Bondarko [1969: 3]: 

l1The combination CV is [the] most common and elementary syllabic pattern. 

This is supported by a number of facts, both linguistic ••• and psychologi­

cal." Cairns [1971: 42] reaffirms the same point: l1Given all this 

evidence, the hypothesis that open syllables are, in some yet-to-be­

defined sense, more natural than closed syllables is reasonable ••• it is 

not a priori true." Approaching the matter historically, Martinet [1952] 

and Malmberg [1965] see the tendency toward open syllabicity as an 

ongoing mechanism of linguistic change. Pulgram [1970] utilizes the 

principle of open syllabicity as the first of his criteria for determining 
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syllable boundaries, a step which he justifies on general linguistic 

grounds. Similarly, Hooper [1972] takes the primacy of open syllables 

as a linguistic universal in her attempt to set up what in effect would 

be automatic discovery procedures for assigning syllable boundaries. 

The distinction between open and closed syllables is also taken for 

granted in works on language acquisition, speech pathology, speech 

perception, slips of the tongue, and in synchronic descriptions of 

language specific allophony rules. It seems fair to generalize from 

the above that the open/closed dichotomy is one of the most natural, 

least controversial dichotomies in linguistics and one which by now is 

familiar to all linguists. l 

By contrast there is another system of classifying syllables which 

has been utilized time and time again in synchronic descriptions of 

individual languages, but which has generally been ignored in typological 

and theoretical papers on the syllable. This is the classification of 

syllables on the basis of their internal composition into what are 

sometimes labelled "long" and "Short", other times "heavy" and "light" 
2 syllables. In spite of its widespread use, the concept of syllabic 

quantity--or "weight" as I prefer to call it--is not even mentioned in 

major works dealing with the syllable such as Fudge [1969], Hala [1961], 

Hockett [1955], l~berg [1963], Pike [1943], Pulgram [1910], or 

II, of course, am taking the existence of the syllable for granted 
and reject as nonsense articles such as Hohler [1966] which purport to 
do awa:y with it. As Fudge [1969: 264] says, "The reason why syllables 
are still with us is that they are valid as basic elements of linguistic 
structure ••• " (See also Anderson [1969], Fromkin [1910], and Sampson 
[1910: 602-604]). 

2 
I have adopted the terms "heavy" and "light" for this paper and 

advocate their general usage. In so doing, I am following Allen [1965, 
1968, 1969] who argues convincingly that the terms "long" and "short" 
should be reserved for vowels (and presumably consonants as well) and 
should not be used for syllables. "The need for employing an unambiguous 
terminology, whicn clearly distinguishes syllabic quantity [=weight] from 
vowel length, cannot be too strongly emphasized" [1965: 92]. The contrast 
between heavy and light syllables must also be kept distinct from the 
well-known contrast between strong and weak syllables. The major dif­
ference between these two oppositions is that syllable weight is deter­
mined intrinsically whereas syllable strength is determined positionally. 
For an interesting illustration of the interplay between syllable weight 
and syllable strength, see Miyaoka [1971]. 
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Stetson [1951].3 I would argue, nevertheless, that syllable weight 

does indeed constitute a phonological variable of general, cross­

language significance. Its neglect by phonologists can only be viewed 

as a gross and inexplicable oversight. What I propose to do in this 

paper, then, is to discuss the essential nature of the distinction 

between heavy and light syllables and to provide a brief survey of 

selected languages where it is found. Finally I will focus on three 

Chadic languages (Bolanci, Kanakuru, and Hausa) in order to demonstrate 

in greater detail how syllable weight partiCipates in rules that account 

for various phonological and morphological phenomena. 

2. The Concept of Syllable Weight 

The nature of the heavy/light dichotomy (and the difference between 

this dichotomy ana the open/closed one) is set forth in an important 

paper by Kury~owicz. "Cette distinction s'appuie en m~me temps sur 

l'opposition a:e (a etant ici le symbol d'une voyelle quelconque) et 

sur l'~quivalence quantitative e = at (t = consonne simple ou groupe 

quelconque) •.• GrAce surtout a l'equivalence e = at toute syllabe y peut 

~tre mise au nombre de syllabes soit longues soit breves. Le double 
" . ' fondement de la quantite syllabique prouve en meme temps que la quant~te 

n'est pas un caractere du phoneme, c.-a-d. de la voyelle, mais bien de 

la syllabe" [1948: 112-113]. In his paper, Kury~owicz makes two essen­

tial points with regard to syllable weight: 

(1) Given the analysis of a syllable as consisting of three parts-­

onset, peak, and coda--the peak and coda naturally group together as one 

constituent, the £or~ as opposed to the onset.
4 

The analysis of syllables 

into heavy and light is determined solely by the makeup of the core, the 

presence, absence, or nature of the onset being in all cases irrelevant. 

(2) Syllable weight (i.e. the functional distinction between heavy 

and lignt syllables) exists only in languages with phonemic vowel length, 

3Notable exceptions are Lehiste [1970], which contains important 
information on linguistic quantity and duration at various levels of 
analysis, and Vennemann [1972]. 

4The idea of subjecting syllables to immediate constituent analysis 
is applied in an early paper by Pike and Pike [1947]. The IC cut adopted 
in this paper, i.e. onset/core as opposed to Pike and Pike's peak/margin, 
is made for somewhat similar reasons by Cheng [1966]. 
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being based on the structural equivalence of open syllables containing 

long vowels and closed syllables, i.e. the grouping together of syllables 

of the form ev and eve as opposed to those of the form ev. 
Before proceeding, let me explain the notational conventions adopted 

in this paper. 

( E ' ~ .,.,-,....,- ~ ~--- _ 1- __ .. _ ... _ ..... ,,_'\....,_ ,.. ... ,:;1 
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sources cited for the individual cases should be consulted. 

A. Latin (according to Allen [1965 and 1969]): 

(a) Composition: open syllables with short vowels are light; 

all others are heavy, including syllables of the form Cvv, Cvc, and 

Cvvc. Diphthongs have the same value as long vowels. 

nd 

n the 

timate 

ostile I , 

ht; 

9.bles 

rst 

?: in 

2;. 

counts 

3.bles 

rdless 

3.bles 

ically 

1) folk 

~onsonant 

t; syllable. 
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basic principle of equivalence stated by Kury~owicz, namely vv = vc, 

operates equally well here, only being further extended to account for 

the extra dimension. The three degrees of syllable weight are as 

follows: light syllables consist of those of the form Cv; heavy syl­

lables include those of the form Cvv and Cvc; extra-heavy syllables 

include those of the form Cvvv and equivalent combinations of VIS and 

CIS, e.g. Cvvc and Cvcc. All syllables except the first require a 

consonantal onset, which, however, has no bearing in determining syllable 

weight. 

(b) Function: IIIn the phonological hierarchy of Estonian, there 

are two intermediate levels between the phoneme and the phonological 

word: the syllable and the disyllabic sequence. Quantity [=weight] is 

the factor which relates the units within the hierarchy to each otherll 

[1965: 455-56]. Syllable weight and ratios of syllable weights enter 

into the determination of possible word types and in the specification 

of the phonetic duration of non-initial vowels and of pitch and intona­

tion contours. 

E. Classical Arabic (according to Fleisch [1956]): 

(a) Composition: syllables of the form cv are light; those of 

the form cvv and cvc are heavy. In Arabic, the consonantal onset is 

obligatory in all syllables. Closed syllables with long vowels, which 

result from morphological processes, are considered extra-heavy. These 

"ultra-long" syllables constitute an aberrant type of heavy syllable 

rather than a true third degree of syllable weight. 

(b) Function: Arabic poetic meters are bases on specific 

arrangements of heavy and light syllables. Accentual rules are also 

dependent on syllable weight. 

F. Gothic (according to Vennemann): 

(a) Composition: syllables of the form Cv are light; all others 

are heavy.7 

(b) Function: rules of syllable division are dependent upon the 

7Vennemann [1971: 104] distinguishes light roots of the form Cv and 
Cvc from heavy roots of the form Cvcc and Cvvc. As he himself is aware 
these abstract IIroots" are not to be confused with phonological syllables 
which emerge later in the generative process as a result of the application 
of syllabification rules. 
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Let us now turn our attention to the Chadic language family of 

norther Nigeria where we find syllable weight entering into the descrip­

tion of a wider range of phenomena than in the case of the languages 

surveyed above. The three languages to be considered are Bolanci 

(=Bolewa), Kanakuru (=Dera), and Hausa, all fairly closely related 

members of the western group of the Plateau-Sahel branch of the Chadic 

language family (see Newman and Ma [1966]). All three languages are 

tonal with two phonemic tones: Hi indicated' and Lo indicated' . 

All have phonemic vowel length and all make some use of the contrast 

between heavy and light syllables. 

4.1. Bolanci (according to Newman [n.d.]): 

(a) Composition: light syllables are cv; heavy syllables are cvv 

or cvc. Long vowels do not occur in closed syllables. 

(b) Function: in Bolanci, disyllabic verbs occur with two basic 

tone patterns: Hi-Hi and Lo-Hi. Unlike most other Chadic languages, 

where tone of verbs is lexically distinctive, Bolanci verb tone is 

completely determined on the basis of syllable weight and the nature of 

the final vowel (either -u or -aa, the choice not being predictable). 

Verbs ending in -u behave as a single tone class, all being either 

Hi-Hi or Lo-Hi depending on the dialect. 9 The weight of the first 

syllable of -aa verbs is also predictable, only verbs of the form 
v 
SCaa being found. Verbs ending in -u occur with both tone patterns, 

the sale determining factor being syllable weight. If the initial syl­

lable is heavy, then the verb will have La-Hi tone; if the initial 

syllable is light, the tone will be Hi-Hi. There are no exceptions. 

8contrary to first impression, Sievers' Law is not a direct function 
of syllable weight in Gothic nor in Vedic (see footnote 19 for a fuller 
discussion of this point). 

9There are differences on some points between my data, collected in the 
Gombe area, and those of Lukas [1970/71], which represent the Fika district; 
but both data sets equally exhibit the workings of syllable weight. 
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language family (see Newman and Ma [1966]). All three languages are 

tonal with two phonemic tones: Hi indicated' and Lo indicated' . 

All have phonemic vowel length and all make some use of the contrast 

between heavy and light syllables. 

4.1. Bolanci (according to Newman [n.d.]): 

(a) Composition: light syllables are cv; heavy syllables are cvv 

or cvc. Long vowels do not occur in closed syllables. 

(b) Function: in Bolanci, disyllabic verbs occur with two basic 

tone patterns: Hi-Hi and Lo-Hi. Unlike most other Chadic languages, 

where tone of verbs is lexically distinctive, Bolanci verb tone is 

completely determined on the basis of syllable weight and the nature of 

the final vowel (either -u or -aa, the choice not being predictable). 

Verbs ending in -u behave as a single tone class, all being either 

Hi-Hi or Lo-Hi depending on the dialect. 9 The weight of the first 

syllable of -aa verbs is also predictable, only verbs of the form 
v 
SCaa being found. Verbs ending in -u occur with both tone patterns, 

the sole determining factor being syllable weight. If the initial syl­

lable is heavy, then the verb will have Lo-Hi tone; if the initial 

syllable is light, the tone will be Hi-Hi. There are no exceptions. 

8contrary to first impression, Sievers' Law is not a direct function 
of syllable weight in Gothic nor in Vedic (see footnote 19 for a fuller 
discussion of this point). 

9There are differences on some points between my data, collected in the 
Gombe area, and those of Lukas [1970/71], which represent the Fika district; 
but both data sets equally exhibit the workings of syllable weight. 
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Heavy ----1 I Light 

-u I I -aa 
\ , 

'to repair' tonu 'to sharpen' damaa 'to sweep' raamu 
\ , 

'to fall' shfru 'to steal' kUMaa 'to hear' sooru 
\ , 

'to wait for' 
, , 

'to see' b (aaa 'to wash' moyyu moyu 

I emau 'to lick' 'a' I)ga u 'to eat (meat) , 

wundu 'to call' 

As in many Chadic languages, what is orthographically represented 

in Bolanci as a sequence of a nasal plus a stop is often a unit phoneme, 

e. g. mboza 'speech' (cvcv not *ccvcv), nd i 'to go' (cv not *ccv), 

and I)gaau 'to eat meat' (cvcv not *ccvcv). In medial position, however, 

Bolanci always treats these as if they were two elements, with the result 

that the first syllables of words such as wundu 'to call', and gandu 

'to lie down' are considered heavy. 

Note that in Bolanci the tone pattern of a verb form is determined 

strictly by the syllable weight of an actually occurring stem and not 

on the form of an underlying root. Compare, e.g. the tone of the 

following pairs of verbs where the basic root has initial ~ while the 

derived stem begins with S. 

(la) 

(2a) 
, , 

I)gomu 

Light 

'to break' (intr.) 

'to fill' (intr.) 

(lb) 

(2b) 

60 I t u 'to break' (tr.) 

I)gont u 'to fill' (tr.) 

The contrast in u-verbs between those with initial S and those with 
v 

initial S, which determines underlying tone, also has importance elsewhere 

in the language. In the subjunctive, the stem final -u is obligatorily 

replaced by a front vowel, -e or -I depending on syllable weight. If the 

initial S is heavy, then U --~ e; if it is light, then u --~ i. The tone 

of verbs in the subjunctive is completely determined by the aspect-­

being La-Hi in all cases--and overrides the tonal distinction found in 

their basic forms. 
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Heavy 

(3) ... kadaa ka soore «sOoru 'to fall') ' ..• lest you fall' 

(4) ... doo nl dOnde suba ( dondu 'to wash') ' .•. so that I wash the gown' 

Light 

( 5) ercSo n 1 I yor( « I yoru 'to stay') 'let me stay' 

( 6) k " k' c.' , , \ '« c." , ) adaa a DOYI booko sa oowu to despise' 'don't despise 
western education' 

4.2. Kanakuru (according to Newman [1972]): 

(a) Composition: light syllables are (c)v; heavy syllables are (c)vc. 

Unlike Hausa and Bolanci, Kanakuru has syllables without consonantal onsets. 

(As expected, however, the presence or absence of the onset has no effect 

on syllable weight.) Kanakuru also has a small number of words containing 

long vowels in closed syllables due to the loss of jhj between identical 

vowels, e. g. oaak 'crow', d (i I 'hoe', and buut 'he-goat' « *buhut , 
cf. the plural bukurfn with the Tera word bokar~). Since these 

"extra-heavy" syllables are historically recent, it is too early to 

determine whether they will be permitted to stay as such and if so 

how they will influence syllable structure rules. 

(b) Function: 

(i) Verbal nouns: the tone of verbs in Kanakuru is to a great 

extent predictable from the class of the initial consonant. If the 

initial consonant is a voiceless or glottalized obstruent the verb tone 

is Lo-Hi, if it is a voiced obstruent it is Hi-Lo, e.g. 

( 7a) 

( 8a) 

( 9a) 

e.g. 

The 

( lOa) 

(lla) 

tupa 'to send' 

DU I f 'to 'vrite' 
\ , 

paare 'to exchange' 

tone of verbs with 

\ ~' a e 'to eat' 
, , 

'to return r,aane 
( something) , 

initial 

(7b) dape 

(8b) gaml 
'to collect' 

'to fill' 

(9b) jaare 'to comb' 

vowels or sonorants is not predictable, 

( lOb) ate 'to dip out' 

(lIb) muule 'to smooth (something)' 

Unlike the case in Bolanci, the tone of basic verb forms in Kanakuru 

is not sensi ti ve to syllable ",eight. When one turns to verbal nouns, 
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however--by which I mean lexically derived nominals (cf. Bagari [1971]) 

as opposed to gerundive forms--syllable weight turns out to be a crucial 

variable. In determining the tone of verbal nouns formed with the 

derivational suffix _ak,lO it is the weight of the initial syllable 

that matters and not the phonation class of the initial consonant or the 

tone of the underlying verb. Derived nominals formed with -ak are 

automatically Hi-Hi if the first syllable is light, Hi-Lo if it is heavy. 

Light 

verb verbal-noun 

(12) \ , 
mOnak 'to forget' mane 

(13) joSe jooak 'to wash' 

(14) f)lnde Bfndak 'to squeeze' 

Heavy 

verb verbal-noun 

( 15) \ , 
paarak 'to exchange' paare 

(16) yahje yahjak [yayjlk] 'to sift' 

(17) shlMde shfmdak 'to thatch' 

In contrast with the situation in Bolanci, the prenasals mb, nd, nj, 

and ~g in Kanakuru function as unit phonemes even in the middle of words. 

They are not interpreted as clusters and they do not add to the weight 

of preceding syllables. The word o(ndak, for example, has the syllabic 

shape cv=cvc and thus has Hi-Hi tone, as is expected of words ,·Ii th 

light initial syllables. 

Although the correlation of verbal noun tone and syllable weight is 

clear enough, the reasons for it are not. It seems strange that the 

syllables which contrast in syllable weight should carry the swne tone 

while the uniform oak syllables should differ in tone. One possible 

explanation is that verbal nouns with initial 3 originally had Lo-Hi tone, 

like Bolanci verbs, and only later acquired their present Hi-Lo pattern 

by a historical flip-flop tone rule. ll This hypothesis is supported by 

lOThere are other derivational affixes in Kanakuru for forming 
verbal nouns, but -ak is the most common and, at present, the only 
one that seems to be productive. 

l~ang [1967] describes both synchronic and diachronic cases of 
flip-flop tone rules. 
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the existence of cognate pairs with opposite tone such as K. book 

'mouth', Hausa baak(i and K. 
, \ 

warl!) 'nose', Bolanci wuntf. 
Perhaps a better explanation, however, is to assume that all verbal 

nouns with -ak have underlying Hi-Hi tone and that the surface forms 

with Hi-Lo result from the inability of the phonologically weak suffix 

to sustain its Hi tone after a heavy, stressed syllable. 
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(ii) Pronouns: another place in Kanakuru where syllable weight 

manifests itself is in the canonical shape of pronoun sets. The subject 

pronouns used in the perfective, for example, are all light while the 

continuous aspect pronouns are heavy. 

Perfective Continuous 

I 
, , 

na naa 

you ka kaa 

you (f. ) sh 1 shljl 

he rtJ shli 

she rtJ shee 
, , 

we rna man 

you (pl. ) ka kaa 

they 
, 

«*wa) 
, 

« *wan) wu wun 

The contrast in Kanakuru between pronoun tense/aspect sets on the 

basis of syllable weight is of course extremely interesting from a 

comparative point of view because of the existence of this same type of 

contrast in present day Hausa and in other Chadic languages. Historical 

linguistics aside, the most fascinating thing about the heavy-syllable 

continuous pronoun paradigm is the presence of the second person femi­

nine form sh1j), reminding us of the metrical equivalence in Greek of 

one heavy to two light syllables and of the fact that the implications 

of this paper go far beyond the specifics of Chadic linguistics.
12 

4.3. Hausa 

(a) Composition: the classification of Rausa syllables into light 

12This equivalence of two light = one heavy perhaps explains why the 
Hausa third person feminine independent pronoun '(ta ends in a short vowel 
when all the other independent pronouns end in long vowels. Cf. the full 

" . k ' . k ' ~ ,. I 't ' , k ' , , I (f) h paradigm nil, ai, ee, 51111, I a, muu, UU, suu, , you, you ., e, 
she, we, you (pl.), they'. 
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, \ 
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and heavy dates back to Klingenheben [1927/28]. The light class includes 

only syllables of the form cv; the heavy class includes syllables consisting 

of a consonant plus a long vowel, a consonant plus a diphthong, or a 

consonant plus a short vowel plus another consonant. The consonantal onset 

is present in all cases, words orthographically represented with an ini­

tial vowel actually containing an initial glottal stop. As Klingenheben 

recognized, Hausa does not allow long vowels or diphthongs in closed 

syllables, the maximum number of segments permitted in a syllable being 

three. Syllables beyond the prescribed limit that result in intermediate 

structure from the addition of affixal elements are automatically pared 
13 down to permissible weight by syllable-overload rules. 

(b) Function: 

(i) ANSQ (according to Parsons [1955]): "'Abstract Nouns of 

Sensory Quality' is the name by which I designate a group of some 60 
Hausa words that exhibit a remarkable degree of homogeneity at all levels 

of analysis, phonological, tonological, morphological and semantic" [po 373]. 

This class includes such words as zaaffl 'heat', tsaam(1 'sourness', 

ganefl 'astringent taste', and zorf(i 'depth'. Focussing strictly on 

the phonological characteristics of the set, Parsons noted four common 

phonological features: (a) the words all end in the vowel /11/, (b) they 

all have Hi-Hi tone, (c) they are all disyllabic, and (d) their first 

syllables always contain either a long vowel, a diphthong, or a consonantal 

coda. Given the availability of the concept "heavy syllable", the canonical 

shape of ANSQ, , s can be represented neatly by the abbreviation SC i I. Note 

that the heaviness of the first syllable--which is an abstract, classifi­

catory notion involving the equivalence of consonantal and vocalic elements--

13In Hausa syllable overload is normally handled by reducing long 
vowels to short, e.g. *I,ain=sa --~ kan=sa 'his head', *rl igaar ruwaa --~ 
r(igar ruwaa 'raincoat', *baaw=taa --~ baw=taa 'slavery' «baawaa 
'slave'). In other Chadic languages, overload situations are usually 
alleviated by epenthetic schwa insertion and resyllabification, e.g. Ga'anda 
*eans-ea 'chicken+plural' --~ ea=mas=ea 'chickens' (see R. newman [1971]). 
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figures just as importantly in the description of this word class as 

do criteria (a), (b), and (c), which refer to particular phonemes 

and tonemes and a specific number of syllables. 
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(ii) Plurals. Pluralization in Hausa is accomplished by means 

of two distinct processes: stem preparation, and affix insertion. Stem 

preparation minimally involves deletion of the tones and final vowel 

of the singular, e.g. raagoo 'ram', plural stem *raao, plural form 

raagunaa. With some words stem preparation is marked by other, some­

times optional, sometimes obligatory, changes in segmental composition, 

e.g. taush(i 'drum', pI-stem *tafsh, plural form tafaashee. 14 The 

plural affixes themselves all contain two elements: a segmental affix 

and an associated word tone pattern. The affix aa •.• ee, for example, 

regularly occurs with Hi-Lo-Hi tone, unaa with Hi-Lo. Hausa has a 

number of other ways to form the plural, but for the sake of this paper 

I will limit myself to these two. As has been known for some time the 

use of one of these affixes rather than the other is related to the 

tonal structure of the singular. What has not been recognized is that 

the differences in the surface variants that make up these plural classes 

are almost entirely predictable if one takes the matter of syllable 

weight into account. 

Plural type aa ... ee/Hi-Lo-Hi: disyllabic singular nouns with Hi-Hi 

tone commonly have corresponding plurals which contain the vowel components 

aa .•• ee and the tone pattern Hi-Lo-Hi, e.g. 

14The most common changes in the formation of pl-stems--replacement 
of u by a labial or velar obstruent and the replacment of r by t-­
represent the reverse of a series of well-known historical changes in 
Hausa generally referred to as Klingenheben's Law (cf. Schuh, in this 
number). Some words require the recovery of the historically earlier 
form in the plural (e.g. farkee, pl. fataakee 'trader') while others 
allow pI-stems built either on the historically earlier segmental 
structure or on the segmental structure of the present-day form (e.g. 
oaunaa, pl. Dakaanee or Daunaayee 'bush-cow'). 
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sg pI 

(18) kask60 kasaakee 'bowl' 

(19) j (rg (t j(raagee 'train' 

(20) kafaa kafaafee 'small hole' 

(21) wurfi ' , , 
'place' wuraaree 

(22) k( if (i k(i faayee 'fish' 

(23) gaulaa gaulaayee 'idiot' 

The rule for inserting this affix to add aa immediately after the second 

consonant (C2 ) of the pI-stem and ee at the very end of the stem. The 

tone pattern is always added last. E.g. 

sg 

(24) kask60 

(25) J(rg(i 

(26) taush(t 

(27) juuj(t 

pI-stem 

*kask --~ 

*jirg --~ 

*tafsh --~ 

*jibj --~ 

pI 

kasaakee 
C

2 

j(raagee 

tafaashee 

j(baajee 

Nouns with syllable initial short open vowels, as in (20) and (21), 

are usually said to employ a suffix aaCee in forming the plural (where 

C is identical to the stem final consonant). vfuen one recognizes the 

importance of stem preparation in plural formation, it becomes clear 

that the reduplicated C one finds on the surface is not part of the 

affix but rather must be assigned to the pI-stem. The underlying 

principle seems to be that all pI-stems participating in the construction 

of aa ••• ee plurals must have a heavy first syllable. If the first 

syllable of the singular is already heavy, as in the case of examples 

(18), (19), (22), and (23), then nothing more is required. If, however, 

the first syllable is light, then it must be made heavy--and this is done 

by doubling the stem final consonant. Once the pI-stem has been prepared 

to the required specification, then the affix can be inserted as described 
15 above, namely insert aa after C2 and add ee at the end, e.g. 

l50ne interesting consequence of the above analysis is that these 
"reduplicated plurals" now become examples of the widespread Afroasiatic 
internal a-pluralS described by Greenberg [1955]. 
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(28) kafaa *kaff --~ kafaafee 'hole' 

(29) wurfi *wurr 
, , , 

'place' --~ ... ,uraaree 

( 30) darneo *damrn --~ dal"laamee 'monitor' 

( 31) 
, , 

*zugg 
, , , 

'roll of cloth' zuguu --~ zugaagee 

When the plural affix is inserted in pI-stems of the form cvvc 

(derived from nouns with long open vowels as in examples (22) and 

(23), the aa added after C2 and the ee added at the end of the stem end 

up immediately juxtaposed. In such cases a semivowel Iyl is interposed 

to act as a phonological buffer, e.g. 

(32) kri f r i *ki if --~ *krifaaee --~ krlfaayee 'fish' 

( 33) gau 1i3a *gaul --~ *gaulaaee --~ gaulaayee 'idiot' 

( 34) 
, , 

*zoom *zeomaaee 
, , , 

'hare' zoornoo --~ --~ zoomaayee 

(35 ) 
, , 

*suun *suunaaee 
, , , 

'name' suunaa --~ --~ suunaayee 

Note that the Iyl used in the above plurals is strictly epenthetic in 

origin and has no independent status, neither as part of the plural 

stem nor as part of the affix. 16 

In order to know how to apply the affix insertion rule to words 

containing diphthongs, one must first know whether the second component 

of the diphthong is being interpreted as [-vocalic] and thus acts as C
2 

or whether it is [+vocalic], in which case it does not count as C2 , e.g. 

(36) 

sg 

Dc1ureo 

pl-stem 

Daur 

[+voc] 

--~ 

pl 
c.' , , Dauraayee 

C2 

16The use of Iyl as an epenthetic C is 
, , I ' , as well, e.g. shaayas shaayar 'to water' 

causative suffix as/ar. 

'fig tree' 

found elsewhere in Hausa 
< shaa 'to drink' + the 
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sg pl-stem pl 
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found elsewhere in Hausa 
< shaa 'to drink' + the 
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('.' , KWaUree Kwawr 

[-VOC] 
--~ Kwawaaree (not *Kwauraayee)17 

C2 

What is particularly interesting in this connection is that syllable 

final n's also behave as if they were [+vocalic] and thus never act as 

C2 • 80 we find that the plurals of words of the form cvn=cvv such as zank60 

'bird's crest' pattern with those of cvv=cvv nouns such as k(lf(1 'fish' 

rather than with cvc=cvv nouns such as kask60 'bowl', e.g. 

sg pl-stem pl 

( 38) guntuu *gunt --~ 
' , e guntaay e (not * " ') gunaatee 'short person' 

[+voc] C
2 

(39 ) bang60 *bang --~ bangaayee (not *b~naaglle) 'wall' 

(40) d6mf>6u *dumo ---+ d6mDaay~e (not *d6naaBee) 'old tool' 

( < *dunbuu) 

(41) ta Ilee *tall --~ 
t ' , , a II aayee (not *tanaalee) 'soup-pot' 

( < *t an lee) [ +voc] C2 

To sum up, one can say that all Hausa plurals identifiable as the 

aa .•• ee type--whether appearing on the surface as aa •.. ee, aaCee, or 

aayee--employ exactly the same affix and exactly the same rule governing 

affix insertion. In addition they all make use of prepared plural 

stems with exactly the same canonical shape described in terms of 

syllable weight. E.g. 

sg pl-stem pl 

example initial 8 (SC) (aa .•• ee/Hi-Lo-Hi) 

(42) kask60 cvc *kask kasaakee 

( 43) dam60 cv *damm damaamee 

(44) k (I f (i cvv *ki If *k (I faaee --7 k( I faayee 

(45) guntuu cvv *gunt * ' , , guntaaee --7 guntaayee 

'bowl' 

'monitor' 

'fish' 

'short 
person' 

17Both examples of Hi-Hi nouns that I have found where the diphthongal 
ending is treated as [-voc] have /~ as the word initial consonant. With 
Hi-Lo nouns taking a related plural affix (not described in this paper), 
the interpretation of diphthongs and lon~ vowels as ending in a [-voc] 

. , t ... d' , t ' segment ~s much more common, e.g. duu see, pl. uwaa suu 'stone' or 
kw (i D l i, pl. kl.,t (yaaoan 'flank'. 
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Plural type uNaa/Hi-Lo:
18 

one of the most productive plurals 

for disyllabic singular nouns with Hi-Lo or Lo-Hi tone employs a 

suffix of the form unaa, ukaa, or uwaa (for which I am using the 

cover designation uNaa) and the tone pattern Hi-Lo, where the Hi 

tone extends over all the syllables in the word except the last, e.g. 

sg pI 

(46) ef' k \ . aa I I ~' " aakunaa 'room' 

(47) huulaa huulunaa 'cap' 

( 48) rumbuLJ rUMbunaa 'shed' 

(49) K' , auyoe K' " auyukaa 'village' 

(50) karee « *karnee) karnukaa 'dog' 

(51) bakaa bakkunaa 'bow' 

(52) gadl " " garurrukaa 'town' ga ruu rU\l/aa or 

(53) sule(e) su I u II uka or suluuluwaa 'shilling' 

There are two matters to be accounted for, namely the choice of 

the suffixal consonant--either n, k, or w--and the presence or 

absence of reduplication. The use of the suffixal consonant is 

partially in complement~J distribution, partially in free (or 

dialectal) variation. This can be accounted for by the following 

simplified rules (omitting details and exceptions). To begin with, 

we have to group k and \II into a single class (K) as opposed to 

n. Then, if we take unaa as the basic form of the suffix, we can 

describe the alternation between nand K primarily in terms of a 

process of dissimilation between the stem final consonant and the 

suffixal n. If the stem final C is n, r, or y (and someti~es f) 

then n must be replaced by K (see examples (49), (50), and (52).) 
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With nouns having initial light syllables, the dissimilation of n --T 

K also applies to stem final I, t, s, and K as well (cf. (53) with 

(47). Otherwise n is used (eg. (46), (47), (48), (51)). The choice 

between k and w, on the other hand, is strictly a matter of syllable 

18The analysis of the uNaa plurals adopted here derives in great 
part from informal conversations with Parsons at the African Linguistics 
Conference held at Bloomington, Indiana, in April of this year (1972) and 
from ideas contained in a manuscript of his entitled "Hausa and Chadic". 

Plural type uNaa/Hi_Lo:
18 

one of the most productive plurals 

for disyllabic singular nouns with Hi-Lo or Lo-Hi tone employs a 

suffix of the form unaa, ukaa, or uwaa (for which I am using the 

cover designation uNaa) and the tone pattern Hi-Lo, where the Hi 
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sg pI 
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the suffixal consonant--either n, k, or w--and the presence or 
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dialectal) variation. This can be accounted for by the following 

simplified rules (omitting details and exceptions). To begin with, 

we have to group k and vi into a single class (K) as opposed to 

n. Then, if we take unaa as the basic form of the suffix, we can 

describe the alternation between nand K primarily in terms of a 
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suffixal n. If the stem final C is n, r, or y (and sometimes f) 
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With nouns having initial light syllables, the dissimilation of n --~ 

K also applies to stem final I, t, s, and R as well (cf. (S3) with 

(47). Otherwise n is used (eg. (46), (47), (48), (51)). The choice 

between k and w, on the other hand, is strictly a matter of syllable 
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part from informal conversations with Parsons at the African Linguistics 
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from ideas contained in a manuscript of his entitled "Rausa and Chadic". 
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weight. If the initial syllable is heavy, then K is realized as /k/; 

if the initial syllable is light, then K is normally realized as /w/, 

although /k/ also occurs as a much less common alternative. 

Not surprisingly, the presence or absence of reduplication in 

the plural also turns out to be a function of syllable weight. As in the 

case of the aa ••• ee plural, the basic principle seems to be that 

the initial syllable of the pl-stem must be heavy, and that if it is 

not already so in the singular, then it must be made so by doubling 

the stem final consonant, e.g. 

(54) 

(55 ) 
( 56) 

(57) 
(58) 

(59) 

sg 
, , 

raagoo 
r.' , I<auyee 

bargoo 

tuduu 

kwaboo 

bunuu 

pl-stem 

*raag 

*I<auy 

*barg 

*tudd 

*kwabb 

*bunn 

pl 
, " raagunaa 

r. , 'k' Kauyu aa 

bargunaa 

tuddunaa or tudundunaa 

kwabbunaa 

bunuunuwaa 

'ram' 

'village' 

'blanket' 

'high ground' 

'penny' 

'woman's cloth' 

In the case of the modified pl-stems with the geminates, the 

plural affix is also reduplicated, being inserted in truncated ue 

form after C2 (optional for the unaa variant) and in full uCaa 

form at the end of the stem, e.g. 

sg pl-stem pl 

(60) bakaa *bakk --~ *bak-un-k-unaa --~ /bakur:lkunaa/ 

(61) taboo *tabb --~ *tab-un-b-unaa --~ /tabumbunaa/ 

(62) gar(i *garr --~ *gar-uw-r-uwaa --~ / " " / garuuruwaa 

(63) kash l i *kass --~ *kas-uw-s-uwaa --; /kasuusuwaa/ 

'bow' 

'scar' 

'town' 

'heap' 

The double affix insertion rule also applies to the light syllable 

nouns which allow ukaa as an alternative to uwaa. This is not 

immediately obvious because of the existence of a general realization 

rule whereby syllable final velars completely assimilate to all immediately 

following consonants, e.g. 

sg pl-stem pl 

(64) sulee *sull --~ *sul-uk-I-ukaa --~ /sulullukaa/ 'shilling' 

(65) bat~u *batt --; *bat-uk-t-ukaa --~ /batutt~kaa/ 'matter' 

(66) kwarf i *kwarr --~ *kwar-uk-r-ukaa --~ /kwa ru rrukaa/ 'quiver' 
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5. Summary and conclusions 

In this paper, data from three Chadic languages have been presented 

that illustrate the importance of syllable weight as a linguistic concept. 

A brief survey of the same phenomenon in a half dozen other languages 

(three Indo-European, two Finno-Ugric, and one Semitic) shows it not to 

be a peculiar feature limited to Chadic. Rather, all the materials taken 

together suggest a wide applicability of Kury~owicz' principle equating 

syllable final long vowels with syllabic cores composed of a vowel plus 

a consonantal coda, and thus a general cross-language validity for the 

concept of syllable weight as a phonological variable. In closing, let 

me summarize the basic principles that enter into the description of 

syllable weight as a phonological variable. 

(a) Syllable weight is determined solely by the make-up of the 

nucleus plus the coda, i.e. the "core"; the syllabic onset never plays 

a role in determining syllable weight. For this purpose a complex initial 

cluster and a zero onset are of equal irrelevance. The consonantal coda 

usually has the same value in determining syllable weight regardless 

of its internal complexity but one must leave open the possibility that 

in some languages complex codas might be heavier than simple codas. 

(b) In languages with distinctive syllable weight, there will be one 

and only one type of light syllable, namely, Cv. We would not expect, 

therefore, to find a language which, for example, grouped Cv and Cvc 

syllables together as opposed to Cvv and Cvvc. 19 

19According to 
of syllable weight 
counted as light. 
follows: 

Edgerton [1934], Sievers' Law in Vedic was a function 
where, contrary to our expectation, Cvc syllables 
Edgerton's statement of the law can be represented as 

closed S V 
where cv and cvc are light 
and all others are heavy 

It can be shown, however, that Edgerton's analysis is incorrect, that the 
condi tioning environment for Sievers' Law is not syllable weight, and that 
his description does not stand as a valid counterexample to our general 
claim about the shape of light syllables. Approaching the matter with 
the advantage of a non-specialist's tabula ras~, it becomes immediately 
obvious that Sievers' Law can be handled in extremely simple terms if one 
describes the conditioning phonological environment after the insertion 
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(c) All languages distinguishing syllables on the basis of ,.,eight 

will necessarily have heavy syllables of the form Cvv and Cvc. The 

existence of heavy syllables of other types and the associated matter 

of maximum syllable weight must be considered as language specific 

(or language-family specific) phenomena. 

(d) The light/heavy dichotomy and the open/closed dichotomy are 

distinct. 20 The open/closed dichotomy is limited to languages with 

phonemic vowel length. Although light syllables are always open, 

heavy syllables may be both open and closed, and there are times when 

it may be necessary to distinguish between them on that basis. 

(e) Although syllable weight is definitionally dependent upon and 

empirically related to the matter of vowel length, the distinction between 

heavy and light syllables cannot be assumed on a priori grounds to be 

phonologically analyzable in terms of units of duration nor to be 

phonetically correlated with actual time-length differences. 21 

(f) Given the essence of the contrast between heavy and light 

syllables, it seems natural to find that syllable weight as a distinctive 

variable functions most often in the realm of tonal, accentual, and rhyth­

mic phenomena. However, having recognized an inherent naturalness about 

the heavy/light opposition itself, we can also expect to discover, not 

only more languages utilizing syllable weight as a phonological 

of syllable boundaries rather than in terms of abstract roots as 
Edgerton has done. Given a set of syllabification rules that interpret 
sequences such as Cvyv, Cvvyv, Cvvcyv, Cvvcyv, and CVccyv as Cv=yv, 
Cvv=yv, Cvc=yv, Cvv=cyv, and Cvc=cyv--and this is probably needed 
in the language anyway--then Sievers' Law can be restated simply as 

i.e. the semivowels ~ and ~ immediately preceded in the same syllable 
by a consonant trigger the epenthetic insertion of their corresponding 
vowels i and u. 

20Vennemann [1972], in an otherwise excellent paper, mistakenly fails 
to preserve the. distinction between the two dichotomies and adopts the terms 
"open" and "closed" for what I am calling "light" and "heavy". In a personal 
communication, he explains that this was not an oversight, but rather 
represents an implicit hypothesis to the effect that languages with distinctive 
Vowel length will only distinguish syllables on the basis of weight and never 
on the basis of openness. 

2~~im (personal communication) suggest that the contrast between heavy 
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variable, but also--as we saw in Chadic--a greater range of phonological 

and morphological environments where the variable has a functional 

role in linguistic description. 22 

and light may be more a matter of differences in physiological energy than 
in time. For an excellent review of recent experimental work on the syl­
lable see Kim [1971]. 

22This is a revised version of a paper presented at the Third Annual 
Conference on African Linguistics, held at Indiana University, April 7-8, 
1972. In developing the ideas in this paper, I have benefited by 
discussions with William Cook, Warren Cowgill, Chin-Wu Kim, Alvin 
Liberman, Floyd Lounsbury, Roxana Ma Newman, F. VI. Parsons, Franz 
Rosenthal and Russell Schuh. I would particularly like to thank Theo 
Vennemann and Joan Hooper for making available prepublication copies 
of certain of their papers. Research in Nigeria on Bolanci and Kanakuru 
was supported by an NSF Grant GS-2279. 

REFERENCES 

Allen, W. Sidney. 1965. Vox Latina. London and New York: Cambrid.ge 
University Press. 

Allen, W. S. 1968. Vox Graeca. London and lIew York: Cambridge 
University Press. 

Allen, W. S. 1969. "The Latin accent: a restatement", Journal of 
Linguistics 5: 193-203. 

Anderson, John. 1969. "Syllabic or non-syllabic phonology-?" Journal 
of Linguistics 5: 136-142. 

Bagari, Dauda H. 1971. "Lexicalist Hypothesis and Hausa", Studies 
in African Linguistics 2: 197-216. 

Bondarko, L.V. 1969. "The syllable structure of speech and distinctive 
features of phonemes", Phonetica 20: 1-40. 

Cairns, Charles E. 1971. "Review of Syllable, Word, Nexus, Cursus, by 
Ernst Pulgram", Language Sciences [Indiana] no. 18: 39-44. 

Cheng, R.L. 1966. "Handarin phonological structure", Journal of 
Linguistics 2: 137-159. 

Edgerton, Franklin. 1934. "Sievers' La.w and IE. weak-grade vocalism", 
Language 10: 235-265. 

Fleisch, Henri. 1956. L'Arabe classique: Esquisse d'une structure 
linguistique. Beyrouth: Imprimerie Catholique. 

321 

variable, but also--as we saw in Chadic--a greater range of phonological 

and morphological environments where the variable has a functional 

role in linguistic description. 22 

and light may be more a matter of differences in physiological energy than 
in time. For an excellent review of recent experimental work on the syl­
lable see Kim [1971]. 

22This is a revised version of a paper presented at the Third Annual 
Conference on African Linguistics, held at Indiana University, April 7-8, 
1972. In developing the ideas in this paper, I have benefited by 
discussions with William Cook, Warren Cowgill, Chin-Wu Kim, Alvin 
Liberman, Floyd Lounsbury, Roxana Ma Newnan, F. v.f. Parsons, Franz 
Rosenthal and Russell Schuh. I would particularly like to thank Theo 
Vennemann and Joan Hooper for making available prepublication copies 
of certain of their papers. Research in Nigeria on Bolanci and Kanakuru 
was supported by an NSF Grant GS-2279. 

REFERENCES 

Allen, W. Sidney. 1965. Vox Latina. London and New York: Cambric.ge 
University Press. 

Allen, W. S. 1968. Vox Graeca. London and IIew York: Cambridge 
University Press. 

Allen, W. S. 1969. "The Latin accent: a restatement", Journal of 
Linguistics 5: 193-203. 

Anderson, John. 1969. "Syllabic or non-syllabic phonology?" Journal 
of Linguistics 5: 136-142. 

Bagari, Dauda H. 1971. "Lexicalist Hypothesis and Hausa", Studies 
in African Linguistics 2: 197-216. 

Bondarko, L.V. 1969. "The syllable structure of speech and distinctive 
features of phonemes", Phonetica 20: 1-40. 

Cairns, Charles E. 1971. "Review of Syllable, Word, Nexus, Cursus, by 
Ernst Pulgram", Language Sciences [Indiana] no. 18: 39-44. 

Cheng, R.L. 1966. "l1andarin phonological structure", Journal of 
Linguistics 2: 137-159. 

Edgerton, Franklin. 1934. "Sievers' Law and IE. weak-grade vocalism", 
Language 10: 235-265. 

Fleisch, Henri. 1956. L'Arabe classique: Esquisse d'une structure 
linguistique. Beyrouth: Imprimerie Catholique. 



322 

Fromkin, V. 1970. "The concept of 'Naturalness' in a universal 
phonetic theory", Glossa 4: 29-45. 

Fudge, E.C. 1969. "Syllables", Journal of Linguistics 5: 

Greenberg, J.H. 1955. "Internal a-Plurals in Afroasiatic 
Semitic)", in Afrikanistische Studien, pp. 198-204. 
by J. Lukas. Berlin. 

253-286. 

(Hamito­
Edited 

H~la, Bohuslav. 1961. "La syllabe: sa nature, son origine et ses 
transformations", Orbis 10: 69-143. 

Hockett, Charles F. 1955. A Manual of Phonology. Baltimore: 
Waverly Press. 

Hooper, Joan B. 1972. "The syllable in phonological theory", Language 
48: 525-540. 

Kim, Chin-Wu. 1971. "Experimental phonetics: retrospect and prospect" , 
in A Survey of Linguistic Science. Edited by William O. Dingwall. 
Chicago Park, Md.: Linguistics Program, University of Maryland. 

Klingenheben, A. 1927/28. IlDie Silbenauslautgesetze des Hausa", Z. f. 
Eingeborenen-Sprachen 18: 272-297. 

Kohler, K.J. 1966. "Is the syllable a phonological universal?" Journal 
of Linguistics 2: 207-208. 

Kury±owicz, Jerzy. 1948. "Contribution a la theorie de la syllabe" , 
Bulletin de la Societe Polonaise de Linguistique 8:80-114. 

Lehiste, Use. 1960. "Segmental and syllabic quantity in Estonian", 
in American Studies in Uralic Linguistics 1: 21-82. Bloomington. 

Lehiste, I. 1965. "The function of quantity in Finnish and Estonian", 
Language 41: 447-456. 

Lehiste, I. 1970. Suprasegmentals. Car.1hridge, Mass.: MIT Press. 

Lukas, J. 1970/71. "Die personalia und das primare verb im Bolanci 
(Nordnigerien)", Afrika u. tJbersee 54: 237-86. 

Malmberg, Bertil. 1963. Structural Linguistics and Human Communication. 
An Introduction into the Mechanism of Language and the Methodology 
of Linguistics. Berlin: Springer-Verlag. 

Malmberg, B. 1965. "Stability and instability of syllabic structure", 
in Proceedings of the Fifth International Congress of Phonetic 
Sciences, pp. 403-407. Edited by E. Zwirner and W. Bethge. 
Basel: S. Karger. 

!-iartinet, Andre. 1952. "Langues a syllabes ouvertes: Ie cas du slave 
commun", z. f. Phonetik u. Allgemeine Sprachwissenschaft 6: 145-163. 

Miyaoka, Osahito. 1971. "On syllable modi fication and quantity in Yuk 
phonology", IJAL 37: 219-226. 

Newman, Paul. 1972. The Kanakuru Language. Cambridge: West African 
Language Monograph Series ( in press). 

322 

Fromkin, V. 1970. "The concept of 'Naturalness' in a universal 
phonetic theory", Glossa 4: 29-45. 

Fudge, E.C. 1969. "Syllables", Journal of Linguistics 5: 253-286. 

Greenberg, J.H. 1955. "Internal a-Plurals in Afroasiatic (Hamito­
Semitic)", in Afrikanistische Studien, pp. 198-204. Edited 
by J. Lukas. Berlin. 

H~la, Bohuslav. 1961. "La syllabe: sa nature, son origine et ses 
transformations", Orbis 10: 69-143. 

Hockett, Charles F. 1955. A Manual of Phonology. Baltimore: 
Waverly Press. 

Hooper, Joan B. 1972. "The syllable in phonological theory", Language 
48: 525-540. 

Kim, Chin-Wu. 1971. "Experimental phonetics: retrospect and prospect", 
in A Survey of Linguistic Science. Edited by William O. Dingwall. 
Chicago Park, Md.: Linguistics Program, University of Maryland. 

Klingenheben, A. 1927/28. IlDie Silbenauslautgesetze des Hausa", Z. f. 
Eingeborenen-Sprachen 18: 272-297. 

Kohler, K.J. 1966. "Is the syllable a phonological universal?" Journal 
of Linguistics 2: 207-208. 

Kury±owicz, Jerzy. 1948. "Contribution a. la theorie de la syllabe" , 
Bulletin de la Societe Polonaise de Linguistigue 8:80-114. 

Lehiste, Ilse. 1960. "Segmental and syllabic quantity in Estonian", 
in American Studies in Uralic Linguistics 1: 21-82. Bloomington. 

Lehiste, I. 1965. "The function of quantity in Finnish and Estonian", 
Language 41: 447-456. 

Lehiste, I. 1970. Suprasegmentals. Car.1hridge, Mass.: MIT Press. 

Lukas, J. 1970/71. "Die personalia und das primare verb im Bolanci 
(Nordnigerien)", Afrika u. Ubersee 54: 237-86. 

Malmberg, Bertil. 1963. Structural Linguistics and Human Communication. 
An Introduction into the Mechanism of Language and the Methodology 
of Linguistics. Berlin: Springer-Verlag. 

Malmberg, B. 1965. "Stability and instability of syllabic structure", 
in Proceedings of the Fifth International Congress of Phonetic 
Sciences, pp. 403-407. Edited by E. Zwirner and W. Bethge. 
Basel: S. Karger. 

, " ' Martinet, Andre. 1952. Langues a syllabes ouvertes: le cas du slave 
commun" , Z. f. Phonetik u. Allgemeine Sprachwissenschaft 6: 145-163. 

Miyaoka, Osahito. 1971. "On syllable modification and quantity in Yuk 
phonology", IJAL 37: 219-226. 

Newman, Paul. 1972. The Kanakuru Language. Cambridge: West African 
Language Monograph Series ( in press). 



323 

Newman, P. n. d. "Unpublished field notes on Bolanci". 

Newman, Paul and Roxana Ha. 1966. "Comparati ve Chadic: phonology and 
lexicon", Journal of African Languages 5: 218-251. 

~Jewman, Roxana Ha. 1971. "Downstep in Ga'anda", ,Tournal of African 
Languages 10: 15-27. 

Parsons, F.W. 1955. "Abstract nouns of sensory quality and their 
derivatives in Hausa", in Afrikanistische, Studien, pp. 373-404. 
Edited by J. Lukas. Berlin. 

Pike, Kenneth L. 1943. Phonetics. Ann Arbor: The University of 
Hichigan Press. 

Pike, Kenneth L. and "E:unice Victoria Pike. 1947. "Immediate Constituents 
of Mazateco Syllables", IJAL 13: 78-91. 

Pulgram, Ernst. 1970. Syllable, Word, Nexus, Cursus. The Hague: Mouton. 

Sampson, Geoffrey. 1970. "On the need for a phonolop;ical base", Lanp,uap:e 
46: 586-626. 

Schuh, Russell G. 1972. "Rule Inversion in Chadic", Studies in African 
Linguistics 3.3: 379-397. 

Stetson, R.B. 1951. Motor phonetics. Amsterdam: North-Holland Publish­
ing Company (published for Oberlin College). 

Vennemann, Theo. 1971. "The phonology of Gothic vowels", Language 47: 
90-132. 

Vennemann, Theo. 1972. "On the theory of syllabic phonology", Linguistische 
Berichte 18: 1-18. 

Wang, William S-Y. 1967. "Phonological features of tone", IJAL 33: 93-105. 

323 

Newan, P. n. d. "Unpublished field notes on Boland". 

Newman, Paul and Roxana Ma. 1966. "Comparative Chadic: phonology and 
lexicon", Journal of African Languages 5: 218-251. 

~lewman, Roxana Ha. 1971. "Downstep in Ga'anda", ,TournaI of African 
Languages 10: 15-27. 

Parsons, F.W. 1955. "Abstract nouns of sensory quality and their 
derivatives in Hausa", in Afrikanistische, Studien, pp. 373-404. 
Edited by J. Lukas. Berlin. 

Pike, Kenneth L. 1943. Phonetics. Ann Arbor: The University of 
Michigan Press. 

Pike, Kenneth L. and Eunice Victoria Pike. 1947. "Immediate Constituents 
of Hazateco Syllables", IJAL 13: 78-91. 

Pulgram, Ernst. 1970. Syllable, Word, Nexus, Cursus. The Hague: Mouton. 

Sampson, Geoffrey. 1970. "On the need for a phonological base", Languae;e 
46: 586-626. 

Schuh, Russell G. 1972. "Rule Inversion in Chadic", Studies in African 
Linguistics 3.3: 379-397. 

Stetson, R.H. 1951. Motor phonetics. Amsterdam: North-Holland Publish­
ing Company (published for Oberlin College). 

Vennemann, Theo. 1971. "The phonology of Gothic vowels", Language 47: 
90-132. 

Vennemann, Theo. 1972. "On the theory of syllabic phonology", Linguistische 
Berichte 18: 1-18. 

Wang, William S-Y. 1967. "Phonological features of tone", IJAL 33: 93-105. 





Studies in African Linguistics 
Volume 3, Number 3, December 1972 

1. Introduction 

TONE IN SOME KIKUYU VERB FORMSl 

Mary Pratt 
University of Illinois 

Champaign-Urbana 

325 

This paper deals first and mainly with some processes of tone 

assimilation governing the tonal configuration of affirmative verb 

forms in Kikuyu. The first part of the paper deals with tonal assimi­

lations triggered by high and low tone verb stems, pronouns, prefixes 

and suffixes respectively. With the support of evidence from verb-noun 

constructions, it is suggested that the assimilation processes in 

question are most naturally viewed as cyclic and that a linear approach 

leads eventually to false claims about the nature of the assimilations. 

Subsequently it is shown that the assimilation rules fall into two 

classes according to their behaviour in forms where vowel coalescence 

is operative. More light is shed on this dichotomy by the presentation 

of a rule of dissimilation operative under rather special circumstances. 

Various means of expressing the dichotomy are discussed and all found 

wanting. 

The data for this paper has been taken from L. E. Armstrong's 

Phonetic and Tonal Structure of Kikuyu [1940] and from the Kikuyu­

English Dictionary edited by T. G. Benson [1964], the latter serving 

mainly as a source for verifying the former. All the examples given 

here are attested in Armstrong or Benson. In a few cases, mostly involv­

ing the tone of initial pronouns, the isolation examples cited by 

Armstrong differ unpredictably from the identical forms quoted later 

in the book in verb-noun constructions. When in doubt, I have adopted 

the forms given in the verb-noun examples. 

The orthography adopted is that of Armstrong rather than that of 

Benson, except that /g/ has been used for both Armstrong's /g/ and IVI 
on the grounds that this alternation is predictable. 2 The orthographies 

of the two sources are easily mutually convertible. 

Iprofound thanks are extended to Herb Stahlke, to whom this paper owes 
its existence, and also to Larry Hyman and Patrick Bennett for their comments 
and suggestions. 

2As discussed in Bennett and Eastman [1971]. 
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Unlike Benson, Armstrong fails to distinguish between contextually 

conditioned long vowels and underlying geminate vowels, representing 

both as surface long vowels (V1Vl ). Vowels are long predictably, for 

example, non-initially before the nasal stops: /mb/, /nd/, /~g/, and 

/nj/. I felt it would only add confusion to alter Armstrong's transcrip­

tions so they reflected this distinction between underlying and derived 

long vowels, and therefore have, unless indicated, used the forms 

exactly as given by her. (Armstrong herself warns that her tran­

scriptions of vowel length are not always certain.) When discussing 

the behaviour of geminate stems, however, I have chosen examples 

specifically given by Benson as having an underlying long (geminate) 

vowel. 

I have take one drastic liberty with Armstrong's data, that being 

to reinterpret the tonal system of Kikuyu as a two-level terrace-tone 

system rather than a system of three level tones as Armstrong would 

have. Armstrong postulates for Kikuyu three level tones (liigh, ~d, 

~ow), two rising tones (1M and MH), and a falling tone. All her tonal 

transcriptions are made in terms of these six tones plus a few special 

marks. In Benson's dictionary, however, the tonal transcriptions attest 

four different level tones in simple copulative constructions alone, 

indicating that Armstrong's three levels are inadequate for an accurate 

description. Furthermore, according to the transcriptions in Benson, 

successive pitch drops occur after each L tone across an utterance, indi­

cating that downdrift is operative. In fact, a cursory glance at the 

transcriptions in Benson makes it clear that while a three-level tonal 

system would be inadequate for the description of Kikuyu surface forms, 

a two-level system with downdrift is exactly adequate and even implicit 

in Benson's transcriptions. 

Even without the evidence form Benson, it can be discovered that 

Armstrong's three-level system is ill-suited to her own data. If there 

were in fact three level surface tones in Kikuyu, we would expect to 

find six possible sequences of contrasting tone, that is, the sequences 

LH, HL, LM, ML, MH, and HL. The sequences LH, ML, and HM are virtually 

never found, however. If Armstrong's data is reinterpreted under a two-
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level terrace-tone system, these gaps are readily explained. In a 

terrace-tone system, the interval between a H tone and a following 
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L tone is considered to be about twice the interval between a L tone 

and a following H tone. Hence the continuous drop in pitch across an 

utterance. The three sequences which do not occur in Armstong's system 

are exactly those in which these conditions are not met. That is, they 

are the three which could not occur in a terrace-tone system (unless 

a deletion had occurred). 

Certain regular inconsistencies in Armstrong's data provide 

further support for a reinterpretation of her tonal transcriptions. 

This can best be made clear through an example. The string ogorirE 

'you bought' (0 'you', gor 'buy', irE tense ending) is transcribed 

in isolation by Armstrong as having the tonal configuration LLLM. When­

ever the same form is given with a following L tone initial noun, however, 

as in the string ogorirE mociiQga 'you bought a gun' (tone marks 

omitted), the tonal configuration of the verb form is given as MMMH rather 

than LL1M. Armstrong's system forces her to make the claim that the 

verb form 'you bought' has a different tonal configuration according to 

whether or not it is followed by a L tone initial noun. In a terrace­

tone system, on the other hand, the sequences LM and WI are equivalent. 

They express the same pitch interval and are both statable as L'H 

sequences ('=downdrift). In this interpretation, the only difference 

between Armstrong's two transcriptions of the form 'you bought' is that 

in the longer utterance the starting pitch is higher than in the isola­

tion form. The same tonal contrast is made in each case. 

This inconsistency in the transcription of verb forms is so common 

in Armstrong as to be completely predictable, and I submit, provides 

evidence that there are two and not three underlying tones in Kikuyu. 

I hope not to belabour this point further, although it is crucial 

to all that follows, for I think it will be patently clear to anyone 

who examines the two sources in question that a two-level terrace-tone 

system is involved. 
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sequences ('=downdrift). In this interpretation, the only difference 
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in the longer utterance the starting pitCh is higher than in the isola­

tion form. The same tonal contrast is made in each case. 

This inconsistency in the transcription of verb forms is so common 

in Armstrong as to be completely predictable, and I submit, provides 

evidence that there are two and not three underlying tones in Kikuyu. 

I hope not to belabour this point further, although it is crucial 

to all that follows, for I think it will be patently clear to anyone 

who examines the two sources in question that a two-level terrace-tone 

system is involved. 
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In my reinterpretation of Armstrong's system, then, sequences 

described by her as HLM, for example, are treated as the sequence 

HLH, with downdrift understood after the L tone. Similarly, sequences 

such as Armstrong's MHL will be expressed as the sequence LHL. A 

sequence MHMHL in Armstrong is reinterpreted here as the sequence LHLHL, 

in keeping with a terrace system and corroborated by Benson. The sequence 

HML occurs only rarely in Armstrong, apparently as a result of a separate 

downstepping rule. I have not examined this question in detail, however. 

Mechanically speaking, Armstrong's system m~ be converted into a 

two-level system if: 

(a) all M tones which follow L tones (in Armstrong) are regarded 

as (downdrifted) H tones and 

(b) all other M tones are regarded as L tones. 

In examples, an acute accent on a vowel is used to indicate H tone 

and the vowels of L tone syllables are left unmarked. I have attempted 

to make it clear in every case whether the string in question is an 

underlying or surface form. In the case of long or geminate vowels and 

of vowel sequences forming a single syllable, I have adopted the practice 

of placing tone markings on both vowels of the syllable. For example, 

the monosyllabic H tone verb stem ooom will be represented as ooom 
and not as ooom, since the latter representation could be mistaken for 

a contour tone. It is to be understood, however, that all sequences 

of identical vowels are monosyllabic. Sequences of non-identical vowels 

which are monosyllabic are joined as VV, as they are in Armstrong. Thus 
~ 

the sequence fief is monosyllabic, while the sequence fief is disyllabic. 
~ 

Downdrift has not been indicated in the examples and the reader may 

assume that it occurs between any L tone and a following H tone and 

nowhere else. 

It will be noticed, especially in examples where vowel coalescence 

is operative, that Kikuyu has vowel harmony. I have not examined the 

extent or nature of this phenomenon in Kikuyu since only the tonal conse­

quences of vowel coalescence are relevant to this discussion. Specif­

ically, I am interested in vowel coalescence as a process whereby two 
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or more underlying tone-bearing units are reduced on the surface to 

a single tone-bearing unit, and the potential loss of contrast this 

entails. 

329 

The reader will also notice that in the discussion of the various 

verb tenses, reference is made to the tense marker of a tense, meaning 

the suffix(es) and prefix, if any, which are added to a varb stem to form 

a specific tense. The prefix a 3 with L tone, and the suffix pair 

ir+E form the tense marker for the Remote Past tense, for example. 

It is somewhat artificial to regard each tense in Kikuyu as having 

a separate tense marker, for there are many regularities to be observed 

in the form of the many tense markers. The prefix a, for example, 

occurs only in past tenses as do the suffixes ir+E; the suffix a 

seems to be neutral in time reference; the suffix pair ag+a indicates 

habitual aspect and when combined with the past prefix a indicates, 

predictably, the Past Habitual tense. Different combinations of the 

various tense morphemes can be used to form an even greater variety of 

verb tenses than the thirteen exemplified in Armstrong. What seems 

unpredictable about the tense markers is their tone. The suffix pair 

ir+E 4 , for example, has underlying H tones in the Immediate Past tense 

3This widely used prefix is given in Armstrong as aa. It is tran­
scribed by Benson, however, as a, indicating that he considers its 
length to be derived rather than due to an underlying geminate. Since, 
in the discussion of tone assimilation rules, transcribing this prefix 
as aa could easily give rise to confusion, I have departed in this in­
stance from my adopted practice of using Armstrong's transcriptions 
and will indicate this prefix as a throughout. Similarly, the Remote 
Future prefix, kaa in Armstrong but ka in Benson, will be given as 
ka, and the Near Future prefix, re or ree in Armstrong and re , 
in Benson, will be transcribed as reo 

4Since ir and E always occur together, they could be thought to 
be a single disyllabic morpheme, that is, one suffix instead of two. 
However, when the reflexive morpheme is added to a string containing 
ir+E, it is inserted between ir and E, giving IrIE. This fact 
suggests the presence of a boundary of some sort between ir and E. 
This is also the case with the other disyllabic endings such as the 
habitual marker ag+a and the perfect marker eet+E. These, when 
reflexivized, become agla and eetic respectively, again indicating 
a boundary between the two syllables. It is possible that the final E 
of ir+E and eet+E is underlyingly the same final a which appears 

or more underlying tone-bearing units are reduced on the surface to 
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and L tones in the Recent Past tense. The prefix a has L tone in the 

Remote Past and Past Habitual tenses, but H tone in the Perfect of the 

Immediate Past. The neutral suffix a also varies in tone from tense 

to tense. Since I found no reasonable way of predicting the tone which 

particular prefixes or suffixes would bear in a given tense, I was 

forced to assume that these tones were underlying and that for each tense 

it had to be memorized what prefix and what suffix(es) were used and with 

what underlying tone. This information would constitute the tense 

marker for a given tense. 

Finally, the tenses referred to by Armstrong as the consecutive 

tenses have not been dealt with here. These tenses are used only 

in the second and subsequent members of strings of conjoined clauses,S 

and their tonal behaviour differs markedly, though not unpredictably, 

from that of the other tenses. It seems likely that the tonal system 

of the consecutive tenses will be derivable from that of the non-

consecutive tenses. 

2. Assimilation by verb stems 

Kikuyu verb stems are basically monosyllabic, their unmarked form 

being CVC. Stems of the form VC, CV, and rarely V also occur. Geminate 

vowels may occur in evc stems, producing minimal pairs such as olga 

'dye' / oiiga 'scrape'. As in all Bantu languages, the monosyllabic 

stems may be expanded by reduplications or by addition of verbal extensions 

which alter the meaning of the stem. An example is the causative extension 

ek which, when added to the stem hat 'be stuck' gives hat+ek 'squeeze, 

push back'. The precise semantic connection between a basic stem and 

its various extended forms is not always obvious, but the morphological 

behaviour of extensions and reduplications is always the same. 

a. Assimilation by H tone stems. Any Kikuyu verb stem (indeed, any 

Kikuyu syllable) may appear with surface H or L tone, according to its 

in all the other verb tenses in Kikuyu, and that it has become E by assimi­
lation to the preceding front vowel. Since these are the only two suffixes 
containing a front vowel in Armstrong's data, this hypothesis could not be 
tested further here. I shall continue to assume in any case that ir and E 
are separate suffixes, as well as ag and a, and eet and E. 

51 owe this piece of information to Patrick Bennett, with thanks. 
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environment; however, the verb stems fall into two classes according to 

their effect on a following syllable,6 be it verbal extension, redup­

lication, or tense suffix. For example, the stems ne~g 'hand over' 

and teQg 'patch' are seen below in their infinitival forms with the 

infinitival prefix ko7 and the neutral suffix 

(la) konEQg~ 'to hand over' 

(lb) kotEQga 'to patch' 

The suffix a has H tone after nEQg and L tone after tEQg. 

If the applicative extension er is added to these forms, the 

result is: 

(2a) 

(2b) 

konEQgtra 'to hand over for' 

kotEQgEra 'to patCh for' ( e > E by vowel harmony) 

The syllable following nEQg has H tone in both (1) and (2) while 

the identical morphemes following tE~g have L tone. The contrast 

is the same no matter how many syllables follow the stem, as shown by 

the following extended forms of the verbs gor 'buy' and r~m 'follow': 

(3a) kogoraQgerera 'to buy a few more of' 

(3b) korom~~gerera 'to follow a little further' 

We conclude that some verb stems cause an immediately following syllable 

to have H tone, while others do not have this effect. 

This phenomenon is common among Bantu languages and has been dealt 

with in two main ways. In some analyses, such as A. E. Meeussen's 

Linguistische schets van het Bangubangu,8 morphemes having this effect 

of raising a following syllable are interpreted as having underlying L 

tone and are marked with a diacritic feature [+determinant], which 

6This was first suggested in Harries [1954]. 

7ko is really a morphophonemic transcription of the infinitive prefix, 
which can appear as ko or ¥o. To avoid confusion, ko will be main­
tained thoughout. 

SAnnalen van het Koninklijk Museum van Be16ische Kongo. 'l'ervuren: 
Linguistiek, deel 5, 1954. Cited in McCawley l1971]. 
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refers to their raising properties. McCawley [1971] has attempted to 

show that for Bangubangu at least, this diacritic may be dispensed with 

if the determinants are regarded as themselves having underlying H tone, 

which they retain under certain circumstances and lose under others. 

Thus the effect of determinants can, in this interpretation, be treated 

as assimilation. McCawley's analysis has both a naturalness and an 

explanatory value which the diacritic analysis lacks. Evidence from 

Kikuyu supports and perhaps necessitates an analysis such as McCawley's. 

We shall attempt to show that in Kikuyu, stems such as nE8g and r~m 

above, which cause a following syllable to have H tone, are themselves 

underlyingly H tones, that they raise the tone of a following L tone 

syllable, and that they subsequently lose their H tone under certain 

circumstances. These stems will henceforth be marked with an acute 

accent, indicating underlying H tone. Stems with no raising powers 

will be referred to as (underlyingly) L toned, and will be left 

unmarked. 

Within this analysis, a rule of Stem Raising will be required 

whereby a H tone stem raises a following L tone syllable: 

(4) Stem Raising: 

Thus: 

L --~ H / H 
[+stem] 

(5a) ko+n{8g+a --~ kon£~ga 'to hand over' 

(5b) kO+tE89+a --~ kotEr)ga 'to patch' 

Reference is made in this rule to the morphological feature [+stem] 

in order to distinguish this rule from the rule of Pro-Raising, to be 

discussed shortly, which has a somewhat different environment and 

different ordering relations. 

b. Assimilation by L tone stems. L tone stems in Kikuyu are not 

defined merely by their inability to raise a following L tone syllable, 

however. The following examples illustrate the behaviour of Hand L tone 
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stems in the Immediate Past tense. The marker for this tense is the H 

tone suffix pair (r+E: 

stem Imm. Past Verb Form 

(6a) tErn 'cut' tErnfrE 

(6b) gor 'buy' gorirE 

(6c) 6&nd+ek 'mend' o&nd~krrE 

(6d) teQ+er 'run' t£~£rfrE 

Pronouns have been omitted for convenience. 

The tense marker (r+E has H tone in (6) except when it immediately 

follows a L tone stem, as in (6b), in which case the first syllable of 

the tense ending has L tone. Both suffixes ir and £ have H tone 

when an extension intervenes between a L tone stem and the tense marker, 

as in (6d). I propose that the tense marker ir+£ be interpreted as 

having underlying H tone in this tense, and that the L tone on the 

syllable ir in (6b) be attributed to assimilation triggered by the 

L tone unextended stem gor. That is, a L tone verb stem assimilates 

tonally an immediately following syllable in the same wayaH tone stem 

does. We will thus postulate a rule of Stem Lowering, which is the con­

verse of Stem Raising: 

(7) Stem Lowering: 

H --7 L / L 
[+stem] 

Again it has been necessary to specify the morphological feature [+stem], 

for otherwise the L tone extension er in (6d) would be able to trigger 

Lowering, giving the incorrect form *t£~£rirE 'ran'. 

There is a restriction on Stem Lowering, however. It does not occur 

if the stem contains a geminate vowel. Thus the L tone stem ni in 'finish' 

does not cause lowering in the (r+~ tense: 

(8) ni in+fr+E --7 ni infrE (not *niinir£) 

There is no analogous restriction on Stem Raising, however, as shown 

by the following examples of the Habitual Present tense, whose marker 
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is the L tone suffix pair ag+a: 

tem+ag+a 
~" u;);)m+ag+a 

--~ 

--7> 

t ' , Emaga 
~" , U;);)maga 

'usually cuts' 

'usually reads' 

That is, both tem and ooom trigger Stem Raising in spite of the 

fact that the latter stem contains a geminate vowel. 9 

3. Assimilation by pronouns 

In Kikuyu non-future tenses, the third person pronouns a 'he' 

and 
, 

rna 'they' have surface H tone, while the other pronouns, n 'I' , 
o 'you', to 'we', and mo 'you pl.' have surface L tone. Like the 

verb stems, these pronouns trigger assimilatory raising and lowering 

processes. 

a. Assimilation by H tone pronouns. Example (10) below contrasts 

the 2nd and 3rd persons singular of the L tone stem gor 'buy' in the 

habitual (ag+a) tense: 

(lOa) o+gor+ag+a 

(lOb) a+gor+ag+a 

--7 

--~ 

ogoraga 
, , 
agoraga 

'you usually buy' 

'he usually buys' 

Similarly, in the 1st and 3rd persons plural: 

( lla) 

(lIb) 

to+gor+ag+a 
, 

ma+gor+ag+a 

--~ 

--~ 

togoraga 
, , 

magoraga 

'we usually buy' 

'they usually buy' 

Evidently a H tone pronoun raises a following L tone syllable just as 

a H tone stem does. The rule accounting for this raising by pronouns 

will have to follow Stem Lowering if L tone stems like gor are required 

9Mechanically speaking, this difference between Stem Lowering and 
Stem Raising could be stated as a restriction of the environment of 
Stem Lowering such that the latter applied only in the case of non­
geminate stem vowels. Such a 'solution', however, would be completely 
lacking in explanatory power. We hope to show later that the failure 
of geminate L tone stems to trigger Lowering is a consequence of a 
fundamental difference between the function of H and L tones in general 
in Kikuyu. It has been necessary to discuss the problem here, however, 
for it bears heavily on the next topic of discussion, the effect of pro­
nouns on verb stems. 
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, , 

'he usually buys' agoraga 

Similarly, in the 1st and 3rd persons plural: 

( lla) 

(llb) 

to+gor+ag+a 
, 

ma+gor+ag+a 

--~ 

--~ 

togoraga 
, , 

magoraga 

'we usually buy' 

'they usually buy' 

Evidently a H tone pronoun raises a following L tone syllable just as 

a H tone stem does. The rule accounting for this raising by pronouns 

will have to follow Stem Lowering if L tone stems like gor are required 

9Mechanically speaking, this difference between Stem Lowering and 
Stem Raising could be stated as a restriction of the environment of 
Stem Lowering such that the latter applied only in the case of non­
geminate stem vowels. Such a 'solution', however, would be completely 
lacking in explanatory power. We hope to show later that the failure 
of geminate L tone stems to trigger Lowering is a consequence of a 
fundamental difference between the function of H and L tones in general 
in Kikuyu. It has been necessary to discuss the problem here, however, 
for it bears heavily on the next topic of discussion, the effect of pro­
nouns on verb stems. 



to have L tone at the point Stem Lowering applies. The following 

derivations illustrate this point: 

(12a) 
, 
a + gar + (r + f-

1 Raising by 
, 
a 

, , , 
f-a gar Ir 

1 Stem Lowering NA 
, , , f-*agorlr 'he bought' 

( l2b) 
, 

+ gor + 
, 

+ f-a Ir 

1 Stem Lowering 
, 

f-a gor i r 

1 Raising by a 
, , . E agorlr 'he bought' 

The correct output is produced in (12b) by ordering Stem Lowering 

before raising by the pronoun. 
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Obviously we would like to be able to treat Stem Raising and raising 

by pronouns as a single process. However, raising by pronouns is subject 

to a restriction not exhibited by Stem Raising. We recall that L tone ~ 

geminate stems like niin 'finish' fail to trigger Stem Lowering. Con­

trasting the following derivations of the stems gor and ni in in the 

Immediate Past tense, we see that where Stem Lowering fails to occur, 

raising by pronouns also fails to occur: 

(13a) 
, 

+ gor + (r + f-a 

1 Stem Lowering 
, 

f-a gor ir 

, ,1, ~ Raising by a 
agorlr 'he bought' 

( l3b) a + n i in + (r + f-

1 
an i in (rE 

Stem Lowering NA 

Raising by a also fails to occur 

'he finished' 

The failure of pronoun raising to apply in (13b) is not directly 

due to the fact that niin has a geminate vowel, however. For in the 
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The failure of pronoun raising to apply in (13b) is not directly 

due to the fact that niin has a geminate vowel, however. For in the 
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Present Habitual tense, where the tense suffix has L tone, both niin 

and gor undergo raising by the 
, 

pronoun a: 

(14a) a + gor + ag + a 
, , 

'he usually buys' --~ agoraga 

(14b) a + n i in + ag + a --~ ' " an, ,naga 'he usually finishes' 

Regardless of how it comes about that niin fails to trigger Stem 

Lowering, the fact that niin fails to undergo raising in exactly 

the environments where it fails to trigger Lowering, and only in those 

environments, is not likely to be a coincidence. The relevant factor 

seems to be not whether the stem contains a geminate vowel, but 

whether it is followed by a L tone. If it is not, as in (13b), 

raising by pronouns is blocked. Stem Raising does not exhibit this 

restriction. H tone stems raise an extension whether or not the 

extension is followed by a L tone, as (15) exemplifies: 

(15a) o~nd + ek + (r + e 
1 Stem Raising 

o~ndlk(rl 'mended' 

(15b) 6~nd + Ek + ag + a 

1 Stem Raising 

o~ndlkaga 'usually mend' 

For the moment, then, we will postulate a separate rule of Pro-Raising 

which will contain this extra restriction. This rule is stated roughly 

as: 

(16) Pro-Raising: 

L --+ H / H L 

[+pro] 

As shown earlier, Pro-Raising must be ordered after Stem Lowering. 

The restriction of Pro-Raising to the environment ____ L provides 

important evidence in support of an analysis in which the so-called 

determinants are regarded as underlying H tones. If verbs like tem 
'cut' were really underlying L tone syllables bearing the diacritic 

feature [+determinant] which caused them to trigger Stem Raising (and 
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feature [+determinant] which caused them to trigger Stem Raising (and 
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prevented them from triggering Stem Lowering), then we would expect 

these stems also to fail to undergo Pro-Raising when followed by a H 

tone suffix such as (r+e. That is, we would expect the following 

derivation: 

(17) a + tErn + 
, 

+e (underlining2 determinant) Ir 

'~tElrr~ 
Stem Raising NA 

Pro-Raising may not apply 

'he cut' 

The correct form is atern(re. The H tone on tern in this form 

cannot be attributed to Pro-Raising as formulated since the latter 

apparently does not affect L tones followed by H tones. In order to 

explain the H tone on tern in this form, the determinant analysis 

would require that Pro-Raising be reformulated so that determinants 

could be raised regardless of their following tone, and only non­

determinants would be subject to the more restricted environment 

H L. The alternative analysis, which has been adopted here, claims 
[+pro] 

that the H tone on tErn in the form atem(re is underlying, and thus 

permits Pro-Raising to be stated in a simpler way. 

Secondly, the determinant analysis would have no explanation for 

the surface H tone on the pronoun 
, 
a. It would have to claim that 

, 
a 

an element of a different category from tern in that it causes a 

following syllable to have H tone and has surface H tone itself. The 

present analysis avoids this complication by claiming that both a and 

ttrn are underlying H tones which assimilate a following syllable. 

b. Assimilation by L tone pronouns. The claim that H tone stems like 

tern have underlying H tone which they retain after assimilating a 

following L tone syllable does necessitate the establishment of a 

second rule of L tone assimilation triggered by the L tone 1st and 2nd 

person pronouns. H tone stems, when following these pronouns, have L 

tone, as shown by the following examples using the H tone stems tErn 

'cut' and o~nd+Ek 'mend': 

is 
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is 
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(lBa) to + tem + fr + {, --~ totEm (r8 'we cut' 

(cf. at em f r8 'he cut') 

(18b) o + oond + Ek + (r + {, --~ oo;)nd€k f r8 'you mended' 

(cf. aMndtkfd 'he mended' ) 

(lBc) to + tem + ag + a --~ totErnaga 'we usually cut' 

(cf. at{,rnaga 'he usually cuts' ) 

(lBd) rno + oond + Ek + ag + a --~ rnoo;)ndEkaga 'you usually mend' 

(cf. ~oond{,kaga 'he usually 

Evidently a rule is needed which assimilates H tone syllables to preceding 

L tone pronouns. Examples (lBb) and (18d) show that this lowering must 

occur after stem Raising, since it destroys the environment for Stem 

Raising by lowering the tone of a stem. We know Stem Raising has applied 

in (18b) to (18d) because the syllable following the stem in H in every 

case. Barring the use of global rules, derivations (19a) and (19b) 

below must be adopted for (18b) and (18c) respectively: 

(19a) o + o~nd + Ek + fr + E 

1 
o Mnd Ek rr E 

1 
oo;)ndek (re 

(19b) to + tern + ag + a 

l 
to tern ag a 

1 , 
totErnaga 

stem Raising 

Lowering by 0 

'you mended' 

Stem Raising 

Lowering by to 

'we usually cut' 

The rule whereby H tone stems are lowered by a preceding L tone pronoun 

seems to be identical to the previously established rule of Stem 

Lowering except for the fact that the latter refers specifically to stem 

vowels. we would like to have a general rule to the effect that 

H --.. L / L However, such a rule would be able to apply to 

strings like 0 + tED + Er + fr + e to produce *otE~Erir€ instead 

mends' ) 
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(lBa) to + tem 
, 

+ e totEmrd 'we cut' + Ir --~ 

(cf. atemfd 'he cut') 
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(cf. aa6ndtkrd 'he mended' ) 
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(cf. aMndekaga 'he usually 

Evidently a rule is needed which assimilates H tone syllables to preceding 

L tone pronouns. Examples (18b) and (18d) show that this lowering must 

occur after stem Raising, since it destroys the environment for stem 

Raising by lowering the tone of a stem. We know stem Raising has applied 

in (18b) to (18d) because the syllable following the stem in H in every 

case. Barring the use of global rules, derivations (19a) and (19b) 

below must be adopted for (18b) and (18c) respectively: 

(19a) o + o~nd + Ek + fr + e 

1 
o Mnd ek fr e 

1 
o8:>ndek f r€ 

(19b) to + tem + ag + a 

l 
to tem ag a 

1 
totEmaga 

stem Raising 

Lowering by 0 

'you mended' 

Stem Raising 

Lowering by to 

'we usually cut' 

The rule whereby H tone stems are lowered by a preceding L tone pronoun 

seems to be identical to the previously established rule of Stem 

Lowering except for the fact that the latter refers specifically to stem 

vowels. we would like to have a general rule to the effect that 

H --.. L / L However, such a rule would be able to apply to 

strings like 0 + tED + Er + fr + e to produce *otE~Erir€ instead 

mends' ) 
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of the correct otEQErfre 'he ran'. That is, if a general lowering rule 

were adopted, verbal extensions would be able to trigger that rule 

unless some means were adopted for preventing this. Otherwise, two 

lowering rules will be required, each referring to morphological 

categories or to boundaries. Neither solution is especially appealing, 

but the latter will be adopted for the moment. It will be seen shortly 

that the lowering process triggered by the pronouns is subject to a 

restriction analogous to that on Pro-Raising, a fact which provides further 

evidence for the postulation of a second lowering rule called Pro-Lowering: 

(20) Pro-Lowering: 

H --+ L / L 

[+pro] 

This rule, we recall, must follow stem Raising. 

4. Assimilation by prefixes 

a. Assimilation by h tone prefixes. We are now in a position to consider 

the more complex verb tenses in Kikuyu, those marked by a prefix as well 

as suffix(es). Verbal prefixes always follow the pronoun and precede the 

stem. 

The Near Future tense is marked by the H tone prefix 

tone suffix 
, 
a· Like the H tone pronouns, the prefix 

, 
re 

, 
re and the H 

causes a fol-

lowing L tone syllable to become H, as the following example illustrates: 

(21) 
, , 

re + t E Q + E r + a --+ 'will run' 

In the future tenses in Kikuyu, all pronouns have underlying L tone, 

that is, the tonal distinction between 3rd person and 1st and 2nd 

person is obliterated and Pro-Lowering is therefore operative in all 

persons. This means that re is nearly always subject to Pro-Lowering, 

thus seldom appearing with its underlying H tone. We have the following 

derivations: 

(22a) o + re + tE~ + Er + a 

1 
o re tt~ 

t 
oreH~Era 

, 
Er a 

Stem Lowering NA 

Raising by re 

Pro-Lowering 

'you will run' 
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of the correct otEQErfre 'he ran'. That is, if a general lowering rule 

were adopted, verbal extensions would be able to trigger that rule 

unless some means were adopted for preventing this. Otherwise, two 
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( 22b) + 
, 

+ gor + 
, 

a re a 

1 Stern Lowering 
, 

gor a lO a re 

1 Raising by 
, 

re 
, , 

a re gor a 

1, Pro-Lowering 

aregora 'he will buy' 

The raising caused by 
, 

is subject to the same restriction as re 

Pro-Raising: the syllable to be raised must be followed by a L tone. 

Thus stems with geminate vowels, which fail to trigger Stern Lowering 

also fail to undergo raising by re, as shown in (23): 

(23) 0+ re + niin + ~ --~ oreni ina 'you will finish' 

Notice that in (23) Pro-Lowering has also failed to apply to lower 

the tone of 
, 

reo That is, we do not get *oreniina. This example 
, 

is crucial in two ways. First, it supports an analysis in which re 

has underlying H tone, for we have no other source to which to attri­

bute the H tone on re in (23). Secondly, it suggest that Pro-Lowering 

is subject to a restriction analogous to that placed on Pro-Raising. 

That is, the syllable to be lowered by Pro-Lowering, in this case 
, 

re, 

must be followed by a H tone or the rule does not apply. Since ni in 

in (23) has not triggered Stem Lowering and is consequently followed 

by a H tone, thus inhibiting raising by 
, 

re, re itself is not 

followed by a H tone and apparently for this reason may not be lowered 

by the pronoun. It is easy to see why this restriction on Pro-Lowering 

did not appear earlier: H tone stems are always followed by a H tone, 

and in the one environment, illustrated by (23), in which a H tone 

prefix fails to raise a following syllable, it also fails to undergo 

lOIn actual fact, Stern Lowering here produces a r1s1ng tone on 
unless a noun follows the verb, in which case the first syllable of 
noun bears the H tone from a and a itself is fully lowered to 
by gore This question will be dealt with fully later. 

a 

, 
a 
the 
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Pro-Lowering. More evidence will be presented later for this restric­

tion, and for the consequent reformulation of Pro-Lowering as: 

(20') Pro-Lowering: 

H --+ L / L H 

[ +pro] 

Since the raising triggered by re occurs in exactly the same environ­

ment as Pro-Raising, we would hope, in the name of significant-general­

ization-about-the-language, to treat the two as a single process and to 

effect them by a single rule. It is difficult to see how this could be 

done in a meaningful way, since we have found it necessary to mention 

morphological categories in our assimilation rules. Within the present 

analysis, it would be necessary to formulate a raising rule which would 

be triggered by pronouns and prefixes, but not by stems or extensions. 

For the sake of the discussion, I am going to assume the existence of 

such a rule, which will be called P-Raising (short for Pro-Pre fix­

Raising). P-Raising will raise L tones which are followed by a L tone 

and preceded by a H tone prefix or pronoun. Example (22b), repeated 

below as (24), shows that P-Raising would have to follow Stem Lowering 

and precede Pro-Lowering: 

(24) 
, , 

o + re + gor + a 

! Stem Lowering 
, 

o re gor a 

t 
o re gc5r a 

1, 
oregora 

P-Raising 

Pro-Lowering 

'you will buy' 
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b. Assimilation by L tone prefixes. As one might expect at this point, 

the behaviour of L tone prefixes is analogous to that of H tone prefixes. 

This is exemplified by the Remote Future tense, which is marked by the 

prefix ka and the suffix a, both with L tone. ka, like the pronoun 0, 

lowers a following H tone syllable, as shown in (25): 
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done in a meaningful way, since we have found it necessary to mention 

morphological categories in our assimilation rules. Within the present 

analysis, it would be necessary to formulate a raising rule which would 

be triggered by pronouns and prefixes, but not by stems or extensions. 

For the sake of the discussion, I am going to assume the existence of 

such a rule, which will be called P-Raising (short for Pro-Prefix­

Raising). P-Raising will raise L tones which are followed by a L tone 

and preceded by a H tone prefix or pronoun. Example (22b) , repeated 

below as (24), shows that P-Raising would have to follow Stem Lowering 

and precede Pro-Lowering: 

(24) 
, , 

o + re + gor + a 

! Stem Lowering 
, 

o re gor a 

t P-Raising 

o re g6r a 

1, 
oregora 

Pro-Lowering 

'you will buy' 

b. Assimilation by L tone prefixes. As one might expect at this point, 

the behaviour of L tone prefixes is analogous to that of H tone prefixes. 

This is exemplified by the Remote Future tense, which is marked by the 

prefix ka and the suffix a, both with L tone. ka, like the pronoun 0, 

lowers a following H tone syllable, as shown in (25): 
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(25) 0 + ka + tern + a 

1 Stem Raising 

o ka tErna 

t Lowering by ka 

okatErna 'you will cut' 

The L tone on tern in (25) cannot be attributed to Pro-Lowering by 0, 

for we know that Pro-Lowering affects only an immediately following 

syllable. It does not, for example, apply to a string like O+niin+(r+e 

to produce *oni inire 'you finished', or to a string like o+re+tEm+a 

to give *oretErna 'you will cut'. The correct forms are oniin(r€ and 

oreterna respectively. We conclude that the L tone on tErn in (25) is 

therefore due to assimilation to the prefix ka. 

Since the only syllables subject to assimilation by ka are H tone 

stems, and since H tone stems are always followed by H tones, it is 

impossible to test whether lowering by ka is subject to the 

restriction discovered earlier on Pro-Lowering, namely that the syllable 

to be lowered must be followed by a H tone. Since this condition will 

always be met in the case of lowering by prefixes, one could safely 

treat prefix-lowering and Pro-Lowering as a single process and propose 

a rule of P-Lowering, analogous to that of P-Raising. (Neither of these 

rules has been formulated for the simple reason that I have found no 

reasonable way of doing so, and intend to put both out of their misery 

as soon as possible.) 

c. Summary. As derivation (25) shows, P-Lowering must follow Stem­

Raising. Derivation (24) above showed that P-Lowering must also follow 

Stem Lowering and P-Raising. We thus have the following ordering rela­

tions: 

~
Stem Raising 

~tem Lowering 

P-Raising 

P-Lowering 

The first two rules are converses of each other, as are the last two. 

All four are expressible as assimilations of tone. The fact that P-Raising 

(25) 0 + ka + ttm + a 

1 Stem Raising 

o ka tema 

t Lowering by ka 

okatEma 'you will cut' 

The L tone on tem in (25) cannot be attributed to Pro-Lowering by 0, 

for we know that Pro-Lowering affects only an immediately following 

syllable. It does not, for example, apply to a string like o+niin+(r+e 

to produce *oniinire 'you finished', or to a string like o+re+tem+a 

to give *oretEma 'you will cut'. The correct forms are oniin(re and 

orettma respectively. We conclude that the L tone on tErn in (25) is 

therefore due to assimilation to the prefix ka. 

Since the only syllables subject to assimilation by ka are H tone 

stems, and since H tone stems are always followed by H tones, it is 

impossible to test whether lowering by ka is subject to the 

restriction discovered earlier on Pro-Lowering, namely that the syllable 

to be lowered must be followed by a H tone. Since this condition will 

always be met in the case of lowering by prefixes, one could safely 

treat prefix-lowering and Pro-Lowering as a single process and propose 

a rule of P-Lowering, analogous to that of P-Raising. (Neither of these 

rules has been formulated for the simple reason that I have found no 

reasonable way of doing so, and intend to put both out of their misery 

as soon as possible.) 

c. Summary. As derivation (25) shows, P-Lowering must follow Stem­

Raising. Derivation (24) above showed that P-Lowering must also follow 

Stem Lowering and P-Raising. We thus have the following ordering rela­

tions: 

<2
Stem Raising 

~tem Lowering 

P-Raising 

P-Lowering 

The first two rules are converses of each other, as are the last two. 

All four are expressible as assimilations of tone. The fact that P-Raising 



must intervene between the two lowering rules further removes the 

possibility of collapsing Stem Lowering and P-Lowering. 

5. Assimilation by H tone suffixes in V NP sequences 

a. The rule. The types of tone assimilation we have been discussing 

operate across word boundaries in Kikuyu as well as within verb forms. 

Three of the verb tenses in Armstrong cause the first syllable of a 

following noun to become H, provided it is followed by a L tone. The 

tenses causing this raising are the Remote Past (prefix a, suffixes 

(r+t) , the Past Habitual (prefix a, suffixes ' ') aC'+a , and the Near 

Future (prefix n~, suffix a). All three tenses have in common that 

their tense marker consists of prefix and H tone suffix(es). The Immedi­

ate Future tense (prefix ko, suffix a) should also fall into this group, 

but there are no relevant examples in Armstrong. The effect of these 

tenses on a following noun is illustrated in (26ff.): 

(26a) 

( 26b) 

( 27a) 

(27b) 

(28a) 

(28b) 

nd + a + het + ok + fr + E ## mocie 

ndahelokfd mocie v 
v 

nd + a + gor + (r + t ## ndEEgwa 
~ -

ndagorirt ndttgwa 

, , , ## nd + a + ~n + a9 + a 
}, . , 

nd.)~naga nJ~gu 

nd + a + haand + ag + a ## marigo 
~ I I ,. 

ndahaandaga marlgo 

nd + re + tt + a ## mahuti 
} , 

ndEEtt; mahuti 

nd + re + rt£ + hE + a ## marigo • ndeer£ehe marigo 

'I passed a homestead' 

'I bought an ox' 

'I used to see elephants' 

'I used to sell bananas' 

'I shall throwaway rubbish' 

'I shall bring bananas' 

In each case, the first syl~able of the noun has H tone. Contrast the 

following examples from other verb tenses, where the first syllable of 

the noun is not raised: 

ma + h~t + ok + rr + E ## moouuri 

mahettk(re moouuri 'They passed an elder' 

must intervene between the two lowering rules further removes the 

possibility of collapsing Stem Lowering and P-Lowering. 

5. Assimilation by H tone suffixes in V NP sequences 

a. The rule. The types of tone assimilation we have been discussing 

operate across word boundaries in Kikuyu as well as within verb forms. 

Three of the verb tenses in Armstrong cause the first syllable of a 

following noun to become H, provided it is followed by a L tone. The 

tenses causing this raising are the Remote Past (prefix a, suffixes 

r r+£) , the Past Habitual (prefix a, suffixes ' ') aC'+a , and the Near 

Future (prefix rE~ , suffix a) • All three tenses have in common that 

their tense marker consists of prefix and H tone suffix(es). The Immedi­

ate Future tense (prefix ko, suffix a) should also fall into this group, 

but there are no relevant examples in Armstrong. The effect of these 

tenses on a following noun is illustrated in (26ff.): 

(26a) 

(26b) 

(21a) 

(21b) 

(28a) 

(2Gb) 

nd + a + het + ok + (r + E ## mocie 

ndahelokfrt mocie v 
v 

nd + a + gor + Ir + e ## nde:e:gwa 
~ -

ndagorire ndeEgwa 

, , , ## nd + a + ~n + a9 + a 
}, . , 

nd.)~naga nJ~gu 

nj~gu 

nd + a + haand + ag + a ## marigo 
~ ., ,. 

ndahaandaga marlgo 

nd + re + te + a ## mahuti 
~ 

ndeete mahuti 

nd + re + ree + he: + a ## marigo • ndeereehe marigo 

'I passed a homestead' 

'I bought an ox' 

'I used to see elephants' 

'I used to sell bananas' 

'I shall throwaway rubbish' 

'I shall bring bananas' 

In each case, the first syl~able of the noun has H tone. Contrast the 

following examples from other verb tenses, where the first syllable of 

the noun is not raised: 

ma + het + ok + Ir + e ## moouuri 

mahettklre moouuri 'They passed an elder' 
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(30) 

(31) 

n + and + ek + ag + a ## maroa 
t 

nandekaga maroa 

nd + a + h~t + ok + a ## mogEEndi 

ndah~toka mogE£ndi 

'I usually write letters' 

'I have just passed a traveller' 

(32) below illustrates that even in the tenses where this raising by 

suffixes may occur, it is blocked if the syllable to be raised is not 

followed by a L tone: 

(32) nd + a + gor + (r + E ## ngokO 

ndago~irE ngoko 'I bought a chicken' 

If raising by the suffix E had occurred in (32), the noun 'chicken' 
) 

would have the form *ngokO. In (33) below, it is seen that, with the 

same verb form ndagorirE, a noun having final H tone does undergo 

raising provided that noun is tri-syllabic, i.e. provided the final H 

tone on the noun does not immediately follow the syllable to be raised: 

(33) nd + a + gor + (r + E ## mokaanda 

ndagotirE mOkaanda 'I bought a rope' 

Raising by suffixes, then, is apparently subject to the same restriction 

as raising by pronouns and prefixes: it occurs only in the environment 

H L. 

It is not clear why it should be only those tenses marked by both 

a prefix and a H tone suffix which should cause this raising in a 

following noun. There is certainly some interaction between prefixes and 

suffixes in Kikuyu which at least partly determines the tonal configura­

tion of the tense marker as a whole, but I have not been able to find 

any expressible generalizations. ~W proposals with regard to the raising 

properties of suffixes are made in the hope that some natural explanation 

can be found for the fact that raising by II tone suffixes occurs only in 

tenses which also have a prefix. 

b. Ordering of Suffix Raising. There is every reason to expect raising 

by suffixes to be treatable as an assimilation like the other raising 

processes. Example (34) below shows that if this is to be the case, 

raising by suffixes will have to precede Stem Lowering. 
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Raising by SUffixes, then, is apparently subject to the same restriction 

as raising by pronouns and prefixes: it occurs only in the environment 

H L. 

It is not clear why it should be only those tenses marked by both 

a prefix and a H tone suffix which should cause this raising in a 

following noun. There is certainly some interaction between prefixes and 

suffixes in Kikuyu which at least partly determines the tonal configura­

tion of the tense marker as a whole, but I have not been able to find 

any expressible generalizations. ~W proposals with regard to the raising 

properties of suffixes are made in the hope that some natural explanation 

can be found for the fact that raising by II tone suffixes occurs only in 

tenses which also have a prefix. 

b. Ordering of Suffix Raising. There is every reason to expect raising 

by suffixes to be treatable as an assimilation like the other raising 

processes. Example (34) below shows that if this is to be the case, 

raising by suffixes will have to precede Stem Lowering. 



nd + r~ + gor + ~ ## matuumb~ 

~ 't ' ( ) ndeegora ma uumbe nd+r> nd 'I shall buy eggs' 

Since Stem Lowering lowers the suffix a in this form, the assimilation 

rule whereby this suffix raises the first syllable of matuumbe will have 

to precede Stem Lowering, barring the use of global rules. (34) would 

have the following derivation: 

nd + re + 

1 
gor + a ## matuumbe 

Suffix Raising 

---------------a matuumbe 

1 Stem Lowering 

--------- gor a mM uumbe 

i P-Raising 

----re gor a matuumbe 

1 P-Lowering 

nd re gor a matuumbe 

1 later rules 

ndeegora matuumbe 'I shall buy eggs' 

Raising by suffixes will have to precede Stern Raising also, for it is 

not triggered by suffixes whose H tone is derived via Stem Raising, 

whether or not a suffix is present. For example, in (36) below, the suffix 

a has derived H tone due to a preceding H tone stern, but Suffix Raising 

has not occurred: 

(36) nd + a + ~n + a ## njogu 
.j. 

nd.").")na njogu 'I saw an elephant' 

But since raising by suffixes precedes both Stem Raising and Stern 

Lowering, it will not be collapsible with P-Raising because P-Raising 

has to follow Stern Lowering. If Suffix Raising has to be made a separate 

rule from P-Raising, it will have to mention some morphological feature 

or boundary in order to distinguish it from P-Raising, whose ordering 

relations are different. Except for this feature or boundary, the 

statement of the rule of Suffix Raising would be identical to P-Raising. 

This is obviously undesirable. Suffix Raising is functionally identical 

nd + r~ + gor + ~ ## matuumb~ 

~ 't ' ( ) ndeegora ma uumbe nd+r> nd 

Since Stem Lowering lowers the suffix 
, 
a 

'I shall buy eggs' 

in this form, the assimilation 

rule whereby this suffix raises the first syllable of matuumbe will have 

to precede Stem Lowering, barring the use of global rules. (34) would 

have the following derivation: 

(35) nd + re + gor + ~ ## matuumbe 

1 Suffix Raising 

---------------a m~tuumbe 
1 Stem Lowering 

gar a mMuumbe 

1 P-Raising 
, , 

a mMuumbe --re gar 

1 P-Lowering 

nd 
, 

a mMuumbe re gar 

1 later rules 
, 

ndeegora mMuumbe 'I shall buy eggs' 

Raising by suffixes will have to precede Stem Raising also, for it is 

not triggered by suffixes whose H tone is derived via Stem Raising, 

whether or not a suffix is present. For example, in (36) below, the suffix 

a has derived H tone due to a preceding H tone stem, but Suffix Raising 

has not occurred: 

(36) nd + a + ~n + a ## njogu 
.j,. 

nd.::>.::>n~ njogu 'I saw an elephant' 

But since raising by suffixes precedes both Stem Raising and Stem 

Lowering, it will not be collapsible with P-Raising because P-Raising 

has to follow Stem Lowering. If Suffix Raising has to be made a separate 

rule from P-Raising, it will have to mention some morphological feature 

or boundary in order to distinguish it from P-Raising, whose ordering 

relations are different. Except for this feature or boundary, the 

statement of the rule of Suffix Raising would be identical to P-Raising. 

This is obviously undesirable. Suffix Raising is functionally identical 
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to P-Raising, and differs only in its ordering relations to Stem 

Raising and Stem Lowering. To formulate a separate rule of Suffix 

Raising, conditioned by yet another morphological feature is to condone 

an undesirable proliferation of nearly identical assimilation rules. 

By referring to four different morphological categories in three different 

raising rules, the present analysis makes the claim that the raising trig­

gered by each of these categories is distinct from that triggered by any 

of the others. In a very real sense, this distinction, based on 

ordering and morphological category, is spurious. In an equally real 

sense it is false, for we have no reason to claim, for example, that 
, 
a 

causes raising because it is a pronoun, or E because it is a suffix. 

What we really want to say is that 
, 

and E raising because a cause 

they have underlying H tone. The fact that 
, 

is a and f-a pronoun a 

suffix means that they cause raising in a more restricted set of L tones 

(specifically those followed by a L tone) than if they were stems. The 

same relationship holds between Stem Lowering and P-Lowering. 

6. The cycle 

a. What the cycle solves. We are prevented by the tight ordering rela­

tions holding among the proposed assimilation rules from abandoning 

morphological conditioning and from making any further generalizations 

formally. It is this fact which leads one to reject linear ordering and 

to suggest that the raising and lowering processes are cyclic. Recon­

sider derivation (35), repeated here as (37): 

(37 ) nd + re + 
, 

gar + a ## matuumbe 

1 Suffix Raising 
, 

matuumbe a 

1 
gar a matuumbe 

Stem Lowering 

, 1 , P-Raising 

-- re gar a matuumbe 

1 , P-Lowering 

nd a m~tuumbe re gar 

1 later rules 

ndeegora matuumbe 'I shall buy eggs' 
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suffix means that they cause raising in a more restricted set of L tones 

(specifically those followed by a L tone) than if they were stems. The 

same relationship holds between Stem Lowering and P-Lowering. 

6. The cycle 

a. What the cycle solves. We are prevented by the tight ordering rela­

tions holding among the proposed assimilation rules from abandoning 

morphological conditioning and from making any further generalizations 

formally. It is this fact which leads one to reject linear ordering and 

to suggest that the raising and lowering processes are cyclic. Recon­

sider derivation (35), repeated here as (37): 

(37) nd + re + 
, 

gor + a ## matuumbe 

1 Suffix Raising 
, 

matuumbe a 

1 
gor a mat uumbe 

Stem Lowering 

, 1 , P-Raising 

-- re gor a matuumbe 

1 , P-Lowering 

nd a m,huumbe re gor 

1 later rules 

ndeegora matuumbe 'I shall buy eggs' 



The rules have applied from right to left in the order raising, lowering, 

raising, lowering. Similarly, consider the derivation of the sentence 

'I passed a homestead': 

(38) nd + a + het + ok + 
, 

+ E 11# mocie Ir 

1 
v 

Suffix Raising 
, 

E 
, 

1 
Ir mocie 

v 

Stem Lowering NA 

Stem Raising 

het ok 
, , , 
Ir t: mocie 

1 
v 

P-Lowering 

-- a het ok (r E mocie t v P-Raising NA 

ndahetok(rE mocie 
v 

'I passed a homestead' 

Again, raising and lowering seem to have proceeded from right to 

left across the string. 

If the tone assimilation process were regarded as cyclic, that is, 

if the assimilation rules were allowed to apply cyclically from 

right to left, morpheme by morpheme across strings such as those in 

(37) and (38), the redundancy implicit in the linear analysis could 

be eliminated. There could be a single rule of raising to the effect 

that L tones are raised when preceded by li tones and followed by L 

tones, unless the H tone causing the raising is on a stem, in which 

case the raising occurs regardless of the tone following the affected 

syllable. That is: 

(39) Raising: 

L --~ H / H <L> 
<-ste~ 

Similarly, a single lowering rule could be stated: 

(40) Lowering: 

11 --.,) L / L <H> 
<-stem> 

The rules have applied from right to left in the order raising, lowering, 

raising, lowering. Similarly, consider the derivation of the sentence 

'I passed a homestead': 

(38) nd + a + hSt + ok + 
, 

+ E 11# mocie Ir 

1 
v 

Suffix Raising 
, 

E 
, 

1 
Ir mocie 

v 

Stem Lowering NA 

Stem Raising 

het ok 
, , , 
Ir £ mocie 

1 
v 

P-Lowering 

-- a het ok (r E mocie t v P-Raising NA 

ndahetok(rE mocie 
v 

'I passed a homestead' 

Again, raising and lowering seem to have proceeded from right to 

left across the string. 

If the tone assimilation process were regarded as cyclic, that is, 

if the assimilation rules were allowed to apply cyclically from 

right to left, morpheme by morpheme across strings such as those in 

(37) and (38), the redundancy implicit in the linear analysis could 

be eliminated. There could be a single rule of raising to the effect 

that L tones are raised when preceded by li tones and followed by L 

tones, unless the H tone causing the raising is on a stem, in which 

case the raising occurs regardless of the tone following the affected 

syllable. That is: 

(39) Raising: 

L --~ H / H <L> 
<-ste~ 

Similarly, a single lowering rule could be stated: 

(40) Lowering: 

11 --~ L / L <H> 
<-stem> 
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Vlhat these rules say is that if the syllable causinr: the tonal assimi­

lation is a verb stem, the following syllable is assinilated uncondi­

tionally, as in the previous rules of Stem Raising and Stem Lowering. 

If the syllable causing the assimilation is not a stem, that is, is a 

prefix, suffix, or pronoun, the follovlinr; syllable is assimilated only 

if it is itself followed by a syllable of its own tone, as in P-Raising, 

P-Lowering and Suffix Raising. That is, an underlyin€:ly H tone syllable 

will always be lowered by a preceding L tone stem, but will be lowered 

by a preceding L tone non-stem only if it is immediately followed by an­

other H tone. This analysis seems to make the appropriate morpholol:ical 

distinction, namely that the raising powers of stem vowels are fTeater 

than those of non-sten vowels. The fact that assimilations by suffixes 

precede and condition assimilations by prefixes and pronouns, is 

reflected in a cyclic analysis by the fact that the cycle applies from 

riF,ht to left across the string. In the linear anal;rsis, this riJ?:ht 

to left progression could not be stated and had to be vielfed as 

accidental, just as the near identity of the several linear raisinr; and 

lowerinr, rules had to be viewed as accidental. 

b. Mechanics of the cycle. The cycle we are proposinr: differs radi­

cally from the type of cycle proposed by Chomsky and Ealle in ~~ound 

Pattern of ~nglish. First, it would not operate from innermost to 

outermost syntactic information. 'Phe first difference is, of course, 

partly a reflection of the second. This cycle does, however, require 

information other than the purely phonolor:ical characteristics of the 

string. Specifically, it must kno\T whether a riven tone-!,earinr: unit 

is a stem, and it must be sensitive to norpheme boundaries ol)taininr, 

for example, between stens and suffixes in order trlat each nornhene 

triEgcr assimilations on a uifferent cycle. 

'J.'hc syntactic bracketinp: for the strinF" in (38) would 1)f, somethinr; 

like: 

[ 
[ [nu] [a] r [Vhet]V°1-- -J

v 
[(r] [(]]v 

V pro pre Iv 
~\j'" 1·) 
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P-Lowering and Suffix Raising. That is, an underlyini3:ly H tone syllable 
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cally from the type of cycle proposed by Chomsky and Ealle in ~~ound 
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outermost syntactic information. The first difference is, of course, 

partly ::l reflection of the second. This cycle does, however, require 

information other than the purel;r phonolor,ical characteristics of the 

string. Specifically, it must know whether a riven tone-bearin~ unit 

is a stem, and it must be sensitive to morpheme boundaries ol)taininr, 
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The input to the tone assimilation cycle, on the other hand, would be 

bracketed more or less as in (42): 

(42) 

lnd [a [hM ok [rr [e [rno C~lll]] 
Either an enormous readjustment rule would have to be created to change 

(41) into ( 42), or we could accept the obvious: the input to the cycle 

is not a syntactically bracketed string because this cycle is not 

syntactically conditioned. The bracketing in (42) is morphemic, that 

is, the cycle applies to one morpheme (or lexical entry) at a time. It 

is perhaps worth noting that there seems to be no reason to expect a 

tone assimilation cycle--or any cycle, for that matter--to be syntactically 

conditioned and to operate from innermost to outermost syntactic bracket­

ings. Derivation (43) below illustrates the application of the cycle to 

the string in (37): 

(43) [nd [ re [gor [a rnatuurnbe 

1 Cycle 1 - Raising 
, 

rnatuur1be a 

1 Cycle 2 - Lowering 

gor a matuumbe 

1 Cycle 3 - Raising 

-- re gar a matuumbe 

1 Cycle 4 - Lowering 

nd re gar a matuumbe 

,1, , 
ndeegora matuumbe 

Later rules 

'I shall buy eggs' 

In (43), only one of the two assimilation rules has been able to apply 

on a given cycle. This is an obvious consequence of the fact that the 

string in question is made up entirely of monosyllabic morphemes, that 

is, morphemes composed of a single tone-bearing unit. In strings of 

monosyllabic morphemes, the two assimilation rules will be mutually 

exclusive on any given cycle. Hence such strings cannot provide a clue 

to any ordering relations obtaining between Raising and Lowering. It 

will be noticed, however, that the bracketing in (42) treats the extension 

ok as part of the stem het rather than as an independent morpheme. 

The input to the tone assimilation cycle, on the other hand, would be 

bracketed more or less as in (42): 

(42) 

lnd [a [het ok [r r Le [mo C~lll]] 
Either an enormous readjustment rule would have to be created to change 

(41) into ( 42), or we could accept the obvious: the input to the cycle 

is not a syntactically bracketed string because this cycle is not 

syntactically conditioned. The bracketing in (42) is morphemic, that 

is, the cycle applies to one morpheme (or lexical entry) at a time. It 

is perhaps worth noting that there seems to be no reason to expect a 

tone assimilation cycle--or any cycle, for that matter--to be syntactically 

conditioned and to operate from innermost to outermost syntactic bracket­

ings. Derivation (43) below illustrates the application of the cycle to 

the string in (37): 

(43) [nd [ re [gor [a matuumbe 

1 Cycle 1 - Raising 
, 

mat uUrlbe a 

1 Cycle 2 - Lowering 

gor a matuumbe 

1 Cycle 3 - Raising 

-- re sor a matuumbe 

1 Cycle 4 - Lowering 

nd re gor a matuumbe 

,1, , 
ndeegora matuumbe 

Later rules 

'I shall buy eggs' 

In (43), only one of the two assimilation rules has been able to apply 

on a given cycle. This is an obvious consequence of the fact that the 

string in question is made up entirely of monosyllabic morphemes, that 

is, morphemes composed of a single tone-bearing unit. In strings of 

monosyllabic morphemes, the two assimilation rules will be mutually 

exclusive on any given cycle. Hence such strings cannot provide a clue 

to any ordering relations obtaining between Raising and Lowering. It 

will be noticed, however, that the bracketing in (42) treats the extension 

ok as part of the stem het rather than as an independent morpheme. 
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Semantically, this claim seems accurate. Ive noted earlier that the 

semantic relationship between an extended stem and its nonextended 

counterpart is not predictable, so that extended forms of a stem 

would constitute separate lexical entries. Phonologically, this is 

also exactly the claim we want to make, for extensions have no 

assimilatory powers, but always undergo assimilation to the stem. In 

fact, one of the reasons we were required to state morphological 

features in the earlier formulations of the assimilation rules was to 

prevent extensions from causing assimilations. ll Within the cyclic 

interpretation this would be prevented by having Raising precede 

Lowering. This is illustrated by the following derivation for the 

string in (42): 

(44) [nd [a 

1 
[het ok [fr [t moc~ 

-----------e moc i e 

1 u 

------het ok fr E mocie 
1 v 

--a het ok (r E mocie t v 

ndahetok(rE mocie 
v 

Cycle I - Raising 

Cycle 2 - no rules apply 

Cycle 3 - Raising 

Cycle 4 - Lowering 

Cycle 5 - no rules apply 

'I passed a homestead' 

lIlt will also have been noticed however, that except for the verbal 
extension ok and the noun prefix mo, the bracketing in (42) is also 
syllabic, a fact which could point toward a cycle which is syllabically 
rather than morphemically conditioned. Such an analysis would have the 
advantage of requiring only phonological information about the string, 
but special readjustments would have to be made for syllables like 
extensions which do not cause assimilations. I rejected the syllabic 
analysis on the grounds that it would lack adequate explanatory power 
unless these 'readjustments' expressed the lesser morphemic status of the 
syllables not causing assimilation. To do so, however, these readjustment 
rules would have to incorporate into the syllabic analysis the information 
on the morphemic status of the syllables, and perhaps justify doing so. 
This information is inherent in the morphemic analysis. The morphemic 
analysis does fail to express the doubtless intimate relationship between 
the tonal structure of Kikuyu and the overall monosyllabicity of Kikuyu 
morphemes, but I feel this relationship must be expressed in some way other 
than a syllabically conditioned tonal cycle. 
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In (44), if Raising precedes Lowering, then on Cycle 3 (the stem cycle) 

the extension ok will already have H tone at the point at which 

Lowering gets its chance to apply on that cycle, and thus the extension 

will be unable to cause Lowering. If h~t were a L tone stem, it would 

itself trigger Lowering, which would then apply vacuously. If the rules 

are stated in such a way that each rule gets only one chance to apply 

on a given cycle,12 then the stem cycle would end with this vacuous 

application of Lowering. By ordering Raising before Lowering, then, it 

seems possible to account for the inability of extensions to cause assimi­

lations, provided the extensions are treated as part of the stem. Treating 

extensions in this way seems to imply that they have a somewhat lesser 

status than other entities like prefixes or pronouns, a claim which is 

supported by the fact that extensions have no assimilatory powers. 13 

The environmental restrictions on assimilation are an interesting 

example of how underlying contrasts are preserved in this system. Accord­

ing to the environments we have discovered, with the exception of syllables 

immediately following stems, no syllable may have its underlying tone 

altered unless that tone is preserved on the following syllable. If 

assimilation by verb stems were subject to this restriction, however, the 

possibilities for assimilation by prefixes and pronouns would be a good 

deal more limited than they are. In (23) above, we saw that the failure 

of verb stem assimilation to occur precluded all further assimilations 

in the left hand end of the string. As it is, the system guarantees that 

a verb stem will always be followed by a syllable of its own tone. This 

means that for the cycle immediately following the stem cycle, the right 

hand side of the environment in (39) and (40) will always be met. The 

12It will be seen below that the failure of L tone geminate stems 
to assimilate a following syllable can also be attributed to this restric­
tion that the rules get only one chance to apply on a given cycle. 

13This claim has received consideration elsewhere, specifically in 
Bennett and Eastman [1971] where it is proposed that the formation and 
interrelation of extended stems be effected in the lexicon rather than 
transformationally in the syntactic component. 
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only syllable whose underlying tone may be lost completely through 

assimilation, and not preserved on a following syllable is the 

syllable immediately following a verb stem. This may be either a 

verbal extension, whose underlying tone is known to be L anyway, or 

it may be a suffix. Even this latter loss is seldom of consequence: 

the paired suffixes (e.g. ir+E) always have the same underlying tone 

on both morphemes, so that the second of the pair always manifests the 

tone of the first even if the latter is assimilated to a verb stem. 

Loss of underlying tone is more of a threat to a single suffix (e.g. a) 

assimilated unconditionally to a verb stem; but even this is often 

prevented, first by the fact that, as will be discussed below, 

utterance final monosyllabic H tone suffixes do not lose their H 

tone altogether when assimilated, but rather preserve it in the form 

of a rising tone, and secondly by the fact that the suffix has the 

chance to pass its underlying tone to a following noun. 

It has been shown that by treatine the tone assimilation in Kikuyu 

as cyclic, the raising and lowering triggered by pronouns, prefixes, 

stems and suffixes may be expressed as a single process, whereas a non­

cyclic analysis is forced to describe each of these assimilations as a 

separate rule conditioned by morphological category or boundary. It 

has been argued that an analysis which treats these assimilations as 

separate processes first ignores the right to left progression of 

assimilation and secondly draws artificial distinctions whose only 

external motivation is rule ordering and which thus make the claim that 

there are, for example, four distinct processes of raising rather than one. 

7. Further evidence in support of a cycle 

Other facts from Kikuyu support the proposal of a cycle. There are 

at least two additional cases which in a non-cyclic analysis would require 

the addition of morphologically conditioned rules, but which apparently 

can be accounted for naturally by a cyclic analysis. 

a. Final rising tones. In note 10 it was mentioned that when a L tone 

stem lowers a following II tone suffix, a rising tone on the suffix results 

if that suffix is utterance final. If the suffix is not utterance final, 

its own underlying tone is realized on the following syllable, if possible, 
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and the suffix acquires L tone by Lowering. These two cases are 

illustrated in (45a) and (45b) respectively: (Y = rising tone) 

( 45a) 

(45b) 

o + re + gor + a --~ 
, v 

oregora 'you will buy' 

o + re + gor + a ## morooof --~ oregora moro05( 'you will buy a lion' 

A similar situation is encountered in a class of nouns referred to 

by Armstrong as the mote class, whose utterance final form in 

affirmatives has final rising tone. An example is the noun 'lion' 

in (45b). When these nouns are not utterance final, when they are 

followed by an adjective, for example, the first syllable of the adjec­

tive has H tone and the final syllable of the noun has L, not rising 

tone. Hence: 

(46a) ndao~ndEka moeiiQga 

(46b) ndaa~nd€ka moe i i f)OCl mokoro 

'I've just mended a gun' 

'I've just mended an old gun' 

We know that the H tone on mokoro 'old' is not underlying, first 

because it has not caused raising of a following syllable, and second 

because after a noun of Armstrong's moondo class, whose unmarked 

form has level L tones, this H tone does not appear: 

moheend=:> mokoro 'an old rope' 

Concord prefixes such as mo above, like verbal extensions, apparently 

always have basic L tone and fail to trigger assimilations. VIe there­

for attribute the H tone on mokoro in (46b) to Raising, triggered by 

an underlying H tone on the final syllable of a preceding noun, . . , moe I I f)qa 

'gun'. The L tone on the final syllable of moeiif)qa in (41b) would 

be attributed to Lowering triggered by the underlying L tone on the 

preceding syllable eiif)g, just as the L tone on the suffix a in 

(45b) is due to Lowering triggered by the stem gore In other words, 

the behaviour of mote class nouns with respect to a following noun. 

There is every indication that the two should be treated as a single 

process. In botn cases, a rising tone occurs when Lowering applies to 

ru1 utterance final H tone syllable, while if the same syllable is not 

utterance final, its underlying tone is borne by a following syllable. 

VIe therefore postUlate that in its underlying form the noun 'gun' has 
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final H tone, and that in (46a), Lowering triggered by the noun stem 

results in a rising tone on the noun suffix 
, 
a if that suffix is 

utterance final. And just as the verbal suffix 
, 
a in (45b) raises the 

following syllable, so the noun suffix 
, 
a in (46b) raises the following 

syllable mo. In a non-cyclic interpretation, the constraints imposed 

by linear ordering would prevent these two cases of assimilation in 

nouns and adjectives from being accounted for by previously existing 

rules. A new rule would be required to account for the initial H tone 

on the adjective mbkoro in (46b) and another to account for the final 

L or rising tone on the noun mocii~ga in (46). rloth these rules would 

have to precede the rule of Suffix Raising and thus precede the other four 

rules necessitated by the linear analysis. (48) below provides an 

illustration of this. Here, the stem of the disyllabic noun poomba 

'hut' is raised by the preceding H tone verbal suffix: 

(48) nd + a 1 hat + ok + (r + E ## poomba 

ndahetbkrrE r66mba 'I passed into the hut' 

In (48), the raising of the syllable r66mb by the suffix E obliterates 

the L tone to whose influence we attribute the final rising tone on rbbmba 

'hut'. In a linear analysis, the lowering triggered by roomb would have 

to be effected by a rule preceding Suffix Raising. This rule would not 

be collapsible with Stem Lowering or P-Lowering, for these both must 

follow Suffix Raising. Similarly, a rule whereby the final syllable of 

poomba raises a following syllable would have to be added to the head 

of the list. 

Without belabouring the point, it seems clear that the redundancies 

implicit in a linear interpretation will increase as longer strings are 

considered. Within a cyclic interpretation, this problem is eliminated. 

Since the cycle proceeds from right to left along the string, any tonal 

assimilations caused by nouns will be effected on the cycle(s) prior 

to assimilations triggered by verbal suffixes. Within the cyclic 

analysis, (48) above would have the following derivation: 
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(49) [nd [a [het ok [(r [{ [roomb 
, 
a 

1 Cycle 1 - Lowering 

roomb 
y 
a 

1 Cycle 2 - Raising 

€ " y 

roomb a 

1 
Cycle 3 - no rules apply 

Cycle 4 - Raising 

hat ok 
, , , , v 

1 
Ir E: roomba 

Cycle 5 - Lowering 

het ok 
, , 

roomba --a Ir £ 

), , { " a 
Cycle 6 - no rules apply 

ndahe oklr noomb 'I passed into the hut' 

b. Ne forms. A second relevant case is that of the clitic ne, which 

can be tacked onto the front of affirmative verb forms in most tenses 

to produce a second affirmative form which is used in many contexts. 

355 

'l'he ne form of the verb is used, for example, in yes/no questions and 

in emphatic contexts. It may be that in actual use this no form is the 

more :common of the two affirmatives. The addition of n6 to a verb 

form produces several tonal effects one of which is to raise a followinG 

L tone syllable when possible. It seems likely at this point that raising 

by 
, 

ne can be incorporated into the cycle as well, though I have not exam-

ined the question in detail. In a non-cyclic interpretation, another 

raising rule would be required to account for the ne forms. 

The addition of these two cases to the list of tone assimilation 

processes in affirmative verb forms provides further evidence that without 

a cycle a ridiculous proliferation of nearly identical tone rules would 

result. 

The cyclic Raising and Lowering rules as formulated in (39) and (40) 

are converses of each other, a fact which would lead one to suspect they 

are collapsible by alpha notation. Since it does not seem possible for 

both Raising and Lowering to apply on the same cycle, perhaps there could 

be one gigantic, iterative rule something like: 

( 50) ali --+ -aH / -ali __ (aH} 
(astem> 
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We will see later during the discussion of vowel coalescence that this 

is not possible, for there is a fundamental difference in the way Raising 

and Lowering react to vowel adjacency, a difference which would make it 

impossible ana incorrect to treat them as identical processes. 

8. Interaction of tone rules and vowel coalescence: the immunity phenomenon 

a. Raising of adjacent vowels. Since Kikuyu has both vowel initial and 

vowel final verb stems, and since all prefixes are vowel final and all 

suffixes vowel initial, there is considerable interaction between 

vowel coalescence rules and the rules governing tone alterations in 

verb forms. As mentioned in the introduction, we do not intend to 

examine the actual processes of vowel coalescence, but only to consider 

them inasmuch as they influence tone rules. Generally speaking, when a 

series of adjacent vowels coalesces into a single syllable, the resulting 

syllable bears the tone of the first syllable in the input string. This 

is undoubtedly an oversimplification for the language as a whole, but it 

does serve as a rule of thumb for the verb forms we are considering. IS 

In what follows, it will be temporarily assumed that vowel coales­

cence is a single, post-cyclic rule. Some alternatives will be discussed 

briefly later. 

In a string like a + tE~ + Er + ag + a 'he usually runs', Raising, 

we recall is triggered by the pronoun a, and the first syllable of tE~ 

thereby acquires li tone, giving the output string at€~Eraga. When 

the vowel initial, L tone stem and+ek 'write' is used in this environ­

ment, the result is: 

a + and + ek + ag + a --~ 
, , , 
aandekaga 'he usually writes' 

Notice that in this form it is the extension following the stem and 

which has been raised by the pronoun a, whereas in the form atE~Eraga, 

only the stem has been raised. Similarly in the Perfect tense (prefix a, 

suffix a), the second person singular form of te~+Er has the following 

derivation: 

l5There is one counterexample to this claim in Armstrong, that being one 
form from the Perfect of the Immediate Past (prefix a, suffix a). According 
to Armstrong, the underlying string o+a+an+ek+a produces the surface form 
waaneka 'you have just spread'. Here the vowels o+a+an seem to have 
coalesced to waan instead of waan as our rule of thumb would predict. 
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15There is one counterexample to this claim in Armstrong, that being one 
form from the Perfect of the Immediate Past (prefix a, suffix a). According 
to Armstrong, the underlying string o+a+an+ek+a produces the surface form 
waaneka 'you have just spread'. Here the vowels o+a+an seem to have 
coalesced to waan instead of waan as our rule of thumb would predict. 



, 
o + a + tEQ + Er + a 

j 
--a tEf)Cr a 

1 
o a tEr)cr a 

1 
wat cr)E ra 

Cycle 1 - no rules apply 

Cycle 2 - Raising 

Cycle 3 - Lowering 

Later rules 

'you have just run' 

The corresponding form for the vowel initial stem and+ek is: 

(53) 0 + a + and + ek + a --~ waandeka 'you have just written' 
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Once again, with a vowel initial stem, Raising has affected the syllable 

following the stem (i.e. the extension ek in (53)), whereas with a 

consonant initial stem, only the stem itself is affected. Evidently, 

Raising can affect not just a following syllable, but also a syllable 

which is two (underlying) syllables away if the intervening syllable is 

vowel initial. In other words, in a string of the form VICIV2C2V3 where 

VI triggers Raising, only V2 is raised. 

Vl V2Cl V
3 

where VI triggers Raising, V3 

consider the third person singular of 

tense: 

But in a string of the form 

is raised. As a third example, 

tEf)+Er in the Remote Past (a - fr+€) 

(54) a + a + tEl) + cr + (r + E --~ aatEf)Er(rE 'he ran' 

As expected, tEf) has been raised by the pronoun 
, 
a even though a L 

tone prefix intervenes between 
, 
a and tef), for the intervening prefix 

is composed only of a vowel. The corresponding form of and+ek is: 

(55) a + a + and + ek + (r + e --~ aandek(rE 'he wrote' 

Here Raising by a has not affected ek, apparently because ek is not 

followed by a L tone. 

It seems, then, that a H tone element is able to ignore vowels 

which are adjacent to it in the underlying string and affects only the 

first CV syllable following it (provided the rest of the SD of the rule 

is met). There seems to be a reason for this. If in (54) above, Raising 

However, for the analogous string o+a+et+a 'you have just called', the output 
is IVEcta, indicating that the vowels o+a+et have coalesced to produce WEd, 
as the rule would predict. This suggests the form waaneka is exceptional. 
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a even though a L 

tone prefix intervenes between 
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is composed only of a vowel. The corresponding form of and+ek is: 
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Here Raising by a has not affected ek, apparently because ek is not 

followed by a L tone. 

It seems, then, that a H tone element is able to ignore vowels 
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were to apply to raise only the following underlying syllable, a, the 

intermediate string , , t '.1 a+a+ EI)+Er+lr+t: would result. If vowel coalescence 

rules applied to this string, the result would be *aatEI)Er(rE, that is, 

the effects of Raising by a would be obliterated. Apparently the 

Raising rule contains a provision against this happening. 

Raising by stems and suffixes also shows this effect. When a H tone 

vowel final verb stem is followed by a monosyllabic suffix such as a, 

Raising, as we might expect, skips over this adjacent vowel and raises 

the first syllable of a following noun, as illustrated in (56): 

( 56) [nd [.3 [re [a mo [gatE 

1 Cycle 1 - Lowering 

gaH 

j Cycle 2 - no rules apply 

Cycle 3 - Raising 
, , 

1 
re a mo gaH 

Cycle 4 - no rules apply 

Cycle 5 - Lowering 
, , ~ nd a re a mo gat 

1 Vowel coalescence 

ndar~ mogaH "I have just eaten bread' 

Similarly: 

(57) a + ka + ru + a ## nj~~h( --+ akarua nj~~hT 'he will drink beer' 

In (56) and (57), the vowel final verb stem has ignored the presence of 

the vowel initial suffix and has raised the first syllable of the following 

noun. In (58) below, it is seen that the H tone suffix a, when adjacent 

to a vowel initial noun, raises not the first underlying syllable of that 

noun, but the second: 

nd +!a ,+ ,h~t,+ ,Ok + ag + a ## ikoombe 

ndahetokaga Ikoombe 'I used to pass a granary' 
\J 

If the noun in (58) had been consonant initial rather than vowel initial, 

the syllable koomb would not have been raised, as (27b), repeated here 
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the syllable koomb would not have been raised, as (27b), repeated here 



as (59), shows: 

nd + a + haand + an + a U# marigo 
! " ,. '- , 

ndahaandaga marlgo I used to plant bananas' 

The general Raising rule, then, is characterized by the fact that 

in a string VIV2CIV3 where VI triggers Raising, V3 is affected, 

provided the SD of the rule is otherwise met, i.e. provided that V3 

is followed by a L tone or that VI is a stem vowel. In this way, the 

effects of Raising may not be obliterated by vowel coalescence. 
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b. Lowering of adjacent vowels. Lowering does not display this irnmunity 

to adjacent vowels. Consider the 2nd person singular form of the H tone 

vowel initial verb an+ek 'spread' in the Immediate Past ((r+r.) tense: 

(60) , '.1 o + an + ek + Ir + ~ 'you spread' 

Notice that Lowering by 0 in this form has not affected the syllable 

following the stem. That is, we do not get *wanek(d. Schematically 

this means that in a string VIV2CIV3 where VI triggers Lowering, V3 

has not been affected. Similarly, in the prefix a, suffix (r+E tense, 

the 2nd person singular of an+ek is: 

(61) , '.1 o + a + an + ek + Ir + ~ 'you spread' 

Again, the extension ek has not been lowered. (We have assumed in (60) 

and (61) that ek has derived H tone due to Raising by an.) In (61), 

both 0 and a could have triggered Lowering, but neither has caused 

lowering of ok. In effect, in (60) and (61), the effects of Lowering 

have been obliterated by vowel coalescence. According to our rule 

of thumb regarding vowel coalescence, whether or not Lowering applied to 

the string in (61), the correct form would still be produced after 

vowel coalescence had applied, for 

waan with L tone. 

, 
o+a+an would coalesce to produce 

There seems to be an important functional difference between 

Raising and Lowering in that the former has the capacity to skip over 

any number of adjacent vowels, while the latter does not. 

This fact about Lowering provides a possible explanation for a 

problem encountered at the beginning of this paper: the fact that L 

tone stems do not cause Lowering if they contain a geminate vowel, 

whereas rl tone geminate stems are not inhibited in this way. When a H 

as (59), shows: 

nd + a + haand + ao + a H# marigo 
! " ,. ndahaandaga marlgo 'I used to plant bananas' 

The general Raising rule, then, is characterized by the fact that 

in a string VlV2ClV3 where Vl triggers Raising, V3 is affected, 

provided the SD of the rule is otherwise met, i.e. provided that V3 

is followed by a L tone or that Vl is a stem vowel. In this way, the 

effects of Raising may not be obliterated by vowel coalescence. 
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Raising and Lowering in that the former has the capacity to skip over 

any number of adjacent vowels, while the latter does not. 

This fact about Lowering provides a possible explanation for a 

problem encountered at the beginning of this paper: the fact that L 

tone stems do not cause Lowering if they contain a geminate vowel, 

whereas rl tone geminate stems are not inhibited in this way. When a H 
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tone geminate stem such as o~~m 'read' appears in a string of the form 

CIVIV2C2V3 where VIV2 are geminate H tone stem vowels, Raising triggered 

by VI would raise V3' In a L tone geminate stem like niin 'finish', 

Lowering would be triggered by the first stem vowel and would affect only 

the adjacent vowel, which in this case happens also to be part of the 

stem. Since a rule gets to apply only once on a cycle, the second 

vowel would never get the chance to trigger Lowering. In other words, 

in a string CIVIV2C2V3, where VIV2 are geminate L tone stem vowels, VI 

triggers Lowering and only V2 is lowered. In the light of the functional 

difference between Raising and Lowering in vowel coalescence environments, 

the difference in the behaviour of H and L tone geminate stems is just what 

we would expect, and is explicable in terms of more general properties 

of the Raising and Lowering rules themselves. 

The fact that Raising is insulated in such a way that its effects 

may not be obliterated by Vowel Coalescence, while Lowering is not so 

insulated, suggests that the tonal system is biased in favor of the 

preservation of li tones. There is at least one other piece of evidence 

in support of this observation. We discussed earlier the fact that 

utterance final H tones, when subjected to Lowering, do not disappear, 

but rather become rising tones. That is, utterance final H tone syllables 

may acquire L tone by assimilation to a preceding syllable, but they also 

retain their underlying H tone, and the result is a rising tone. 

This rising tone, it will be recalled, does not occur if the underlying 

H tone is not utterance final and thus has had the chance to pass its 

H tone onto a following syllable. By contrast, underlying L tones, 

whether or not they are utterance final, m~ be completely assimilated 

(i.e. obliterated) by a preceding H tone. There are at least two cases, 

then, (i.e. vowel adjacency and utterance finality) in which underlying 

H tones are guaranteed survival on the surface while underlying L tones 

may disappear completely. A good deal more research will be needed before 

an explanation of this phenomenon may be arrived at, but it does support 

the hypothesis that L tone is the unmarked tone in Kikuyu, and that th~ 

system is weighted in favour of preserving the marked cases whose 

presence may not be assumed. The additional fact that Raising precedes 
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Lowering in the cycle may not be irrelevant to such a hypothesis. 

c. Dissimilation. There is another rule in Kikuyu which casts light 

on the nature of the distinction between Raising and Lowering. This is 

a rule of dissimilation. The best illustrations for this rule come 

from the Perfect of the Immediate Past tense, formed by the H tone 

prefix 
, 
a and the L tone suffix a. In the presence of L tone pronouns, 

this tense behaves as the rules predict. This is illustrated below with 

the L tone verb tE~Er 'run' and the H tone verb 8~nd+Ek 'mend': 

(62a) [to [a [tEf) Er a 

I , 
ttf) Er a ---a 

1 
to a t€f) Er a 

1 
hlattl)Era 

(62b) [to [a [Mnd Ek 

1 
Mnd tk a 

1 
to a Mnd tk a 

1 
twao;)ndtka 

a 

Cycle I - no rules apply 

Cycle 2 - Raising 

Cycle 3 - Lowering 

Vowel coalescence 

'we have just run' 

Cycle I - Raising 

Cycle 2 - no rules apply 

Cycle 3 - Lowering 

Vowel coalescence 

'we have just mended' 

Similarly, with the non-extended stems gor 'buy' and tEm 'cut' 

we get the predicted forms twa~ora 'we have just bought' and twattma 

'we have just cut'. 

In the 3rd person, where both pronoun and prefix have H tones, our 

rules produce the following derivations: 

Lowering in the cycle may not be irrelevant to such a hypothesis. 
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361 

prefix 
, 
a and the L tone suffix a. In the presence of L tone pronouns, 
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'we have just mended' 

Similarly, with the non-extended stems gor 'buy' and tEm 'cut' 

we get the predicted forms twa~ora 'we have just bought' and twattma 

'we have just cut'. 

In the 3rd person, where both pronoun and prefix have H tones, our 

rules produce the following derivations: 
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(63a) [a [a [t £1) £r a 

j Cycle 1 - no rules apply 

Cycle 2 - Raising 

--a tED £r a 

~~t{~Ja 
Cycle 3 - no rules apply 

Vowel coalescence 

'he has just run' 

(63b) [a [a [Mnd £k a 

1 Cycle 1 - Raising 

8;)nd Ek a 

I 
Cycle 2 - no rules apply 

Cycle 3 - no rules apply 

Vowel coalescence 

*aaMnd£ka 'he has just mended' 

(63b) is incorrect. The correct form is aa1jndCka, that is, 

the stem 5~nd has lost its H tone. Similarly, the simple H tone stem 

t€~ has the corresponding form ~atf~a 'he has just cut' instead of 

*aat €ma as our rules would predict. The L tone verb 90r has the 

expected form " , aagora in this tense. 

Evidently a new rule will be necessary to account for the L tone 

on the second syllable of aaOjndEka and aatEma, for here an 

underlying H tone syllable has lost its H tone between two H tones, 

indicating that a process of dissimilation is operative. The L tone 

on the stems in the two forms just quoted cannot be attributed to 

assimilation because the underlyin8 strings for these forms contain 

no L tones to which the stem could assimilate. 

A few immediate observations may be made about this dissimilation 

process. First, dissimilation does not occur when a L tone pronoun 

precedes the H tone prefix, as shown in (62). To express this fact, we 

could either mention a H tone pronoun in the SD of the dissimilation 

rule, or we could order that rule after Lowering had applied on the 

last cycle of (G2b), and then state that dissimilation is triggered 

by a prefix with H tone. In this way, the rule would be unable to 

apply to the string in (62b). 
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Secondly, dissimilation does not apply to just any H tone stem 

located between two H tones. In the Immediate Past (fr+£) tense, 

for example, dissimilation does not occur even when a H tone stem is pre­

ceded by a H tone pronoun. That is: 

(65) a + d~nd + ek + (r + e --~ a6~nd£k(r{ 'he mended' 

We do not get *ac~ndEk(rE as we would have if dissimilation had not 

occurred in the derivation of the string in (65). This means that a 

H tone pronoun alone cannot trigger dissimilation. Rather, the 

presence of a prefix is somehow crucial to the operation of the rule. 

In fact, at least part of the raison d'etre of the dissimilation 

process could be to maintain a distinction between strings like (66a) 

and (66b) below which, due to vowel coalescence, would be identical 

if dissimilation were not operntive in (66b): 

(66a) a + an + ek + fr + £ --~ aan~k(r{ 'he spread (today)' 

(6Gb) a + a + an + ek + (r + € --+ aanek(d 16 'he spread (before yesterday)' 

Thirdly, uissimilation does not occur in strings containing a L tone 

verb stem as (64b) showed. We could express this fact by restricting 

the environment of aissimilation so that it applieu only to H tones 

followed by H tones, in which case it could never apply to underlying 

L tone stems even if they did have derived H tone, for L tone verb stems 

are always followed by L tones. 

To sum up, the three factors "Thich in one way or another are crucial 

to the operation of the dissimilation process are: 

1. a Ii tone pronoun 

2. a prefix 

3. a H tone following the syllable to be 
dissimilated. 

These facts permit one to conclude that the new rule is a last­

cyclic or post-cyclic rule, since it applies only to the lefthand end 

of the string. We may also conclude that unlike our other rules, 

Dissimilation will be genuinely morphologically conditioned, for a 

161'iotice that in (66b ) it is the verbal extension ek which acquires 
L tone rather than the stem. This fact is to be discussed shortly. 

Secondly, dissimilation does not apply to just any H tone stem 

located between two H tones. In the Immediate Past (fr+e) tense, 

for example, dissimilation does not occur even when a H tone stem is pre­

ceded by a H tone pronoun. That is: 
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--+ 

--+ 
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Thirdly, uissimilation does not occur in strings containing a L tone 

verb stem as (64b) showed. He could express this fact by restricting 
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followed by H tones, in which case it could never apply to underlying 
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are always followed by L tones. 

To sum up, the three factors "Thich in one way or another are crucial 

to the operation of the dissimilation process are: 
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3. a H tone following the syllable to be 
dissimilated. 

These facts permit one to conclude that the new rule is a last­

cyclic or post-cyclic rule, since it applies only to the lefthand end 

of tile string. We may also conclude that unlike our other rules, 

Dissimilation will be genuinely morphologically conditioned, for a 

161'iotice that in (66b) it is the verbal extension ek which acquires 
L tone rather than the stem. This fact is to be discussed shortly. 
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statement of Dissimilation will perforce mention the feature [+prefix] 

or a boundary indicative of the presence of a prefix. (67a) and (67b) 

below show two possible formulations of Dissimilation, both of which 

would apply post- or last-cyclically: 

(67) Dissimilation: 

( a) H --~ L I [:roJ [+pref] H 

(b) H --~ L I ~pre~ H 
+H 

No apologies are made for the rather bizarre fact that this rule is 

conditioned by the presence of a prefix and is inoperative in tonally 

identical strings which do not contain a prefix. There is at least one 

other rule in Kikuyu which is governed by the presence of a prefix, any 

prefix, that being the rule governing the shape of the first person 

pronoun. Before a non-prefixal vowel, this pronoun has the surface form 

[nj]; before a vowel initial prefix followed by a verb, it has the form 

[nd].l 7 The fact that this pronoun has a different form when followed 

by a prefixal vowel than it does when followed by a stem vowel indicates 

that, as in the case of Dissimilation, reference would have to be made 

to the presence of a prefix in the formulation of the rule governing 

this alternation. Evidently, tense prefixes have rather special 

powers in Kikuyu. 

In what follows, evidence will be presented which will indicate 

cnoice between the two formulations of Dissimilation given in (67). 

Dissimilation appears to pattern with Raising as regards its 

interaction with adjacent vowels. In (62) above, it was shown 

that the underlying string 0 + a + an + ek + rr + € produced the 

surface form waanek r re 'you spread'. indicating that Lowering by 

o or a had not been able to apply to the extension eke The 

corresponding 3rd person form, a + a + an + ek + rr + € has the sur­

face form ~anek(r£ 'he spread'. We know from (62) that the L tone 

on ek in the string just quoted cannot be due to Lowering triggered 

by the presence of the prefix a. It must rather be attributed to 

17Patrick Bennett, who I thank for providing this information 
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Dissimilation triggered by the presence of a prefix (a), a H tone 

pronoun (a), and a II tone following the syllable to be dissimilated. 

If it is the case that Dissimilation is responsible for the L tone 

on the second syllable of the string aanek(r8, then we must have the 

following derivation: 

(68) [a [a [an ek 
, 

f-Ir 

1 Cycle 1 - Raising 
, 

ek 
, , 

an Ir E: 

1 Cycle 2 - Lowering 

ek , 
E --a an Ir 

j Cycle 3 - no rules apply 

Dissimilation 
, 

an ek 
, 

E --a a Ir 

1 Vowel coalescence 

" 'E aanoklr 'he spread' 

Notice that Dissimilation has applied to the intermediate string 

a a an ek (r E and the syllable ek has been affected. This "means 

that in a string of the form VIV2V3CIV4C2VSC3VG where Dissimilation 

is triggered by the prefix V2 (a), V4 has been lowered. Dissimilation 

is able to skip over the intervening adjacent vowel of the stem an. 

A second example comes from the Immediate Future tense, whose tense 

marker is the prefix ko and the H tone suffix 
, 
a. We know that ko 

has underlying L tone, for it has not raised the first syllable of the 

stem tE:~+Er in (69): 

6 + ko + tE~ + Er + a --. 6k6tE~Era 'you will run' (not *6k6tE~Era) 

In this tense, all the pronouns except n 'I' have surface H tone. 

This would seem to contradict our earlier claim that pronouns have 

underlying L tone in future tenses; however, there is evidence 

indicating that the pronouns are indeed underlyingly L in the ko 

on the first person pronoun, warns that the conditions on the nd form are 
actually somewhat more complex than stated here. The prefix remains crucial, 
however. 

Dissimilation triggered by the presence of a prefix (a), a H tone 

pronoun (a), and a Ii tone following the syllable to be dissimilated. 

If it is the case that Dissimilation is responsible for the L tone 

on the second syllable of the string aan~kfr~, then we must have the 

following derivation: 

(68) [a [a [an ek 

___ i_an ~k (r t 

, 
Ir 

1 
--a an ek fr ~ 

j 
--a a an ek fr ~ 

1 
aanekf re 

Cycle I - Raising 

Cycle 2 - Lowering 

Cycle 3 - no rules apply 

Dissimilation 

Vowel coalescence 

'he spread' 

Notice that Dissimilation has applied to the intermediate string 

a a an ~k fr ~ and the syllable ek has been affected. This 'means 

that in a string of the form VIV2V3CIV4C2VSC3V6 where Dissimilation 

is triggered by the prefix V2 (a), V4 has been lowered. Dissimilation 

is able to skip over the intervening adjacent vowel of the stem an. 

A second example comes from the Immediate Future tense, whose tense 

marker is the prefix ko and the H tone suffix 
, 
a· We know that ko 

has underlying L tone, for it has not raised the first syllable of the 

stem tE~+Er in (69): 

o + ko + tE~ + £r + a --~ okotE~Era 'you will run' 

In this tense, all the pronouns except n 'I' have surface H tone. 

Tnis would seem to contradict our earlier claim that pronouns have 

underlying L tone in future tenses; however, there is evidence 

indicating that the pronouns are indeed underlyingly L in the ko 
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on the first person pronoun, warns that the conditions on the nd form are 
actually somewhat TIore complex than stated here. The prefix remains crucial, 
however. 



tense, and that ko itself has a H tone prefix, the renmant of a lost 

vowel. The tone of this prefix is assigned to those pronouns which are 

syllabic (that is, all but the 1st person sg.) and is lost when the 

pronoun is non-syllabic (as in n 'I'). There are two pieces of 

evidence in support of this hypothesis. First, the 3rd person pro­

nouns a (sg.) and ma (pl.) have the forms €€ and MEE in the 

ko tense and in no other tense. There is no explanation for this alter­

nation unless we assume that a and ~a have been affected by some other 

vowel preceding ko. Secondly, as it happens, this same tense prefix 

ko appears preceded by the vowel E in forms like the negative rela-

tive otEkoruga 'he who isn't going to be cooking'. I propose, then, 

that the prefix of the ko tense is at some point in the derivation the 

form eko (or perhaps eko), and that a rule, which I shall hereafter 

presuppose, deletes the underlying vowel e after the pronouns n, 0, 

mo, to, and coalesces it with a and ma to give EE and m€E. This 

same rule, presumably, assigns the tone of f- to the vowel of the 

pronouns, and when no vowel is present, as in the case of n 'I' , this 

H tone is lost. It may turn out that this explanation has no signifi­

cance at all in a synchronic description of the language. It is not 

crucial here, though useful in explaining the unusual behaviour of the 

pronouns in the ko tense. I note in passing that the Present Consecu­

tive tense, whose prefix is ka displays this same tonal effect on the 

pronouns, and a similar explanation can likely be found. We shall 

assume in what follows that H tone has already been assigned to the 

pronouns in the ko tense at the point at which the tone assimilation 

rules begin to apply. 

If the ko tense of the verb o6nd+Ek 

cycle, the following derivation results: 

'mend' is subjected to the 

(70) [~ [ko [a~nd ek 

___ 1 __ Mnd Ek ~ 
1 

---ko oond ek ~ 

" 1 L , okooondt; ka 

, 
a 

Cycle 1 - Raising 

Cycle 2 - Lowering 

Cycle 3 - Raising 

'you will mend' 

tense, and that ko itself has a H tone prefix, the renmant of a lost 
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pronoun is non-syllabic (as in n 'I'). There are two pieces of 

evidence in support of this hypothesis. First, the 3rd person pro­

nouns a (sg.) and ma (pl.) have the forms ee and Mee in the 

ko tense and in no other tense. There is no explanation for this alter­

nation unless we assume that a and ~a have been affected by some other 

vowel preceding ka. Secondly, as it happens, this same tense prefix 

ka appears preceded by the vowel e in forms like the negative rela-

tive otekoruga 'he who isn't going to be cooking'. I propose, then, 

that the prefix of the ko tense is at some point in the derivation the 

form eko (or perhaps eko) , and that a rule, which I shall hereafter 

presuppose, deletes the underlying vowel e after the pronouns n, a, 

m~, to, and coalesces it with a and rna to give ee and rnee. This 

same rule, presumably, assigns the tone of e to the vowel of the 

pronouns, and when no vowel is present, as in the case of n 'I', this 

H tone is lost. It may turn out that this explanation has no signifi­

cance at all in a synchronic description of the language. It is not 

crucial here, though useful in explaining the unusual behaviour of the 

pronouns in the ka tense. I note in passing that the Present Consecu­

tive tense, whose prefix is ka displays this same tonal effect on the 

pronouns, and a similar explanation can likely be found. We shall 

assume in what follows that H tone has already been assigned to the 

pronouns in the ko tense at the point at which the tone assimilation 

rules begin to apply. 

If the ko tense of the verb o6nd+Ek 

cycle, the following derivation results: 

'mend' is subjected to the 

[ <5 [ ko [ M n d E: k 

_--l--Mnd ek ~ 
1 

---ko oond €k ~ 

" 1 L , akaoondt; ka 

, 
a 

Cycle 1 - Raising 

Cycle 2 - Lowering 

Cycle 3 - Raising 

'you will mend' 



( 71) [6 [ko [an ek 
, 
a 

1 Cycle 1 - Raising 
, 

ok 
, 

an a 

1 Cycle 2 - Lowering 

an ek , 
--ko a 

, 1 Cycle 3 - Raising 
, 

ek 
, 

0 ko an a 

1 Vowel coalescence 

*okwaneka 'you will spread' 

The correct form for (71 ) is 6kwaneka with L tone on the verbal 

extension ek. This L tone cannot be attributed to Lowering by ko, 

since we know Lowering can affect only an immediately following vowel, 

in this case an and not ek. The L tone on ek in (71) must be due 
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to Dissimilation, triggered by the presence of a prefix, a H tone pronoun 

and a H tone following the syllable to be dissimilated. This means that 

in a string of the form VIV2CIV3, Dissimilation triggered by VI, a 

prefixal vowel, has affected V3, a verbal extension, and skipped over 

V2, a stem vowel. We may thus range Dissimilation alongside Raising 

as regards its immunity to adjacent vO'Vlels. The string in (71) would 

have the following correct derivation: 

(72) [6 [ ko [an ek 
, 
a 

1 Cycle 1 - Raising 
, 

ek 
, 

an a 

1 Cycle 2 - Lowering 

an ek 
, 

--ko a 

, t Cycle 3 - Raising 
, 

ek 
, 

0 ko an a 

1 Dissimilation 
, 

ko 
, 

0 an ek a 

t Vowel coalescence 

6K\dnoka 'you will spread' 

Notice that both Lowering and Dissimilation have been triggered by 

ko in derivation (72). If Lowering had not occurred on Cycle 3, 

(71 ) [0 [ ko [~n ek 
, 
a 

1 Cycle 1 - Raising 
, 

bk 
, 

an a 

1 Cycle 2 - Lowering 

an ek 
, 

--ko a 

, 1 Cycle 3 - Raising 
, 

ek 
, 

0 ko an a 

1 Vowel coalescence 

*okwaneka 'you will spread' 

The correct form for (71 ) is okwaneka with L tone on the verbal 

extension ek. This L tone cannot be attributed to Lowering by ko, 

since we know Lowering can affect only an immediately following vowel, 

in this case an and not ek. The L tone on ek in (71) must be due 
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to Dissimilation, triggered by the presence of a prefix, a H tone pronoun 

and a H tone following the syllable to be dissimilated. This means that 

in a string of the form VIV2CIV3, Dissimilation triggered by VI' a 

prefixal vowel, has affected V3, a verbal extension, and skipped over 

V2, a stem vowel. We may thus range Dissimilation alongside Raising 

as regards its immunity to adj acent vovlels. The string in (71) would 

have the following correct derivation: 

(72) [0 [ ko [an ek 
, 
a 

1 Cycle 1 - Raising 
, 

ek 
, 

an a 

1 Cycle 2 - Lowering 

an ek 
, 

--ko a 

, t Cycle 3 - Raising 
, 

ek 
, 

0 ko an a 

1 Dissimilation 
, 

ko 
, 

0 an ek a 

t Vowel coalescence 

oKI."ancka 'you will spread' 

Notice that both Lowering and Dissimilation have been triggered by 

ko in derivation (72). If Lowering had not occurred on Cycle 3, 
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Raising by 6 on Cycle 4 would have been blocked, since ko would have 

been followed by a II tone. The effects of Lowering have otherwise been 

obliterated in (72) by Raising on Cycle 4 and by vowel coalescence. 

To return to the original point, a split seems to have emerged 

between Raising and Dissimilation on the one hand and Lowering on 

the other as regards immunity to adjacent vowels. We would like to 

find a reason for this split. Why, for example, do Dissimilation and 

Lowering not pattern together, since both change H tones to L tones? 

The one thing Dissimilation and Raising have in common to the 

exception of Lowering is that both apply to strings beginning with a 

H tone, that is, both are triggered by H tones. Lowering, on the 

other hand, deals with strings beginning with a L tone. If this is 

the relevant factor, we are led to postulate that there are two types 

of tone rules in Kikuyu, those which are immune to adjacent vowels 

and those which are not; and that the former type are triggered by 

H tones and the latter by L tones. To say a rule is immune to 

adjacent vowels is to say that it affects the first CV syllable following 

the syllable which triggers the rule in the underlying string, and 

ignores any intervening vowels. Rules which are non-immune affect the 

first vowel following the triggering syllable, regardless of whether 

a consonant intervenes. 

9. Formali zation of the illUlluni ty phenomenon 

a. By complicating the Raising and Dissimilation rules. One way this 

distinction between immune and non-immune rules could be formalized is 

to make Raising and Dissimilation sensitive to a following consonant. 

Raising would then be restated as: 

L --~ H / H ~ C __ <L> 
(-stem) 

and Dissimilation as one of: 

(74a) ii --+ L / f+H 1 
rprc~ 

V~ C H 
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Ii --~ L / [+pro] ~prefJ V~ 
+H 

c H 

Lowering~ on the other hand~ would continue to apply in the 

environment L H. According to (73), in a form like: 
(-stem) 

(75) 
, 
a + a + tEl) + Er + (r + f-

Raising by a would directly affect the stem tEl) to give the 

intermediate string ~ a tEf) Er (r E. Later 
, 

and would a a 

coalesce to ' , aa. 

b. by complicating the vowel coalescence rules. Suppose that in the 

derivation of the string in (75) above, the coalescence of a and a 

were to occur before Raisinc on the last cycle so that the hybrid 
, , 

syllable aD .Tould raise tEl). If this were the case ~ the problem 

of adjacent vowels WOUld not arise in connection with (75) and no reformu­

lation of Raising would be necessary to derive the correct output. 

Such a solution would give rise to an analysis in which sequences of 

vowels of which the first is a H tone, such as the sequence a+a 

in (7,)), would coalesce prior to the application of rules triggered by 

H tones (immune rules) while coalescence of vowel sequences of "Thich 

the first is a L tone would coalesce after the application of rules 

triggered by L tones. Since Dissimilation and Raising would apply 

to strings already having undergone vowel coalescence, their effects 

could not be obliterated by vowel coalescence. Lowering, in this 

analysis, would apply to strings .Thich had not yet undergone vowel 

coalescence, and Lowering would thus be susceptible to having its 

effects obliterated by vowel coalescence. This analysis would clailn, 

for example, that on Cycle 2 of derivation (76a) below, vowel coalescence 

followed Lowering, while in derivation (7Gb), vowel coalescence preceded 

Raising on Cycle 2. 

(7Ga) [0 l an ek 
, 

f-Ir 

1 Cycle 1 - Raising 
, 

ek 
, 

E --an Ir 

1, Cycle 2 - Lowering 
, 

{ 0 an ek Ir 

,i, Vowel coalescence 

wClnekl rE 'you spread' 

Ii --. L / [+pro] rpref] V~ 
+H 

C H 

Lowering~ on the other hand~ would continue to apply in the 

environment L H. According to (73)~ in a form like: 
(-stem) 

(75) 
, 

tEl) + (r + f-a + a + Er + 

Raising by a would directly affect the stem tEl) to give the 

intermediate string 
, 

tEr:) Er (r E. Later 
, 

and would a a a a 

coalesce to ' , aa. 

b. by complicating the vowel coalescence rules. Suppose that in the 

derivation of the string in (75) above, the coalescence of a and a 

were to occur before RaisinG on the last cycle so that the hybrid 

syllable an .Tould raise tEr:). If this were the case ~ the problem 

of adjacent vowels WOuld not arise in connection with (75) and no reformu­

lation of Raising would be necessary to derive the correct output. 

Such a solution would give rise to an analysis in which sequences of 

vowels of which the first is a H tone, such as the sequence a+a 

in (7,)), would coalesce prior to the ap-plication of rules triggered by 

H tones (immune rules) while coalescence of vowel sequences of which 

the first is a L tone would coalesce after the application of rules 

triggered by L tones. Since Dissimilation and Raising would apply 

to strings already having undergone vowel coalescence, their effects 

could not be obliterated by vowel coalescence. Lowering, in this 

analysis, would apply to strings which had not yet undergone vowel 

coalescence, and Lowering would thus be susceptible to having its 

effects obliterateQ by vowel coalescence. This analysis would clailn, 

for example, that on Cycle 2 of derivation (76a) below, vowel coalescence 

followed Lowering, while in Qerivation (7Gb)~ vowel coalescence preceQed 

Raising on Cycle 2. 

(7Ga) [0 l an ek 
, 

f-Ir 

1 Cycle 1 - Raising 
, ek , 

E --an Ir 

1, Cycle 2 - Lowering 
, 

{ 0 an ek Ir 

,i, Vowel coalescence 

wClnekl d 'you spread' 



370 

(76b) [a [and ek ag a 

I Cycle 1 - no rules apply 

Cycle 2 - vowel coalescence 

c3and ek ag a 

1 Cycle 2 - Raising 
, , , 
aandekaga 'he usually writes' 

If such an anlaysis were adopted, Raising would not have to be 

reformulated. It would still be the converse of Lowering. Instead, 

there would have to be two rules of vowel coalescence, one which 

preceded Raising (and thus preceded Lowering) and one which followed 

Lowering. The former would apply to sequences of vowels of which 

the first haa L tone. In this analysis, it would be necessary to 

incorporate the first vowel coalescence rule into the cycle, 

since it would be crucially ordered with respect to each applica­

tion of Raising. The second vowel coalescence rule would not have 

to be made cyclic, for it would not interact at all with any of 

the tone assimilation rules. 

The claims made by such an analysis are dubious. One of those 

claims would be that vowel coalescence was a tonally conditioned 

process. Another would be that some radical functional difference 

held between the two rules of vowel coalescence which resulted 

in their having quite different character and status "Ii thin the 

tonal system. These are startling claims for which there would be 

little support: the actual formulation of the two putative vowel 

coalescence rules would be almost the same, and both would produce 

the same effect in terms of syllabification. Their only difference 

would be the point in the d.erivation at which they applied and the 

manner in which they applied (one cyclically and one not). Even if 

it worked, which is not clear at the moment, the analysis proposing 

rules of vowel coalescence would require the splitting of a single 

process into two rules and the drawing of a distinction solely on 

mechanical grounds. The only advantage this analysis would have 

is that it would permit the simpler, original formulation of Raising 

and Dissimilation and. would preserve the symmetry between Raising and 

Lowering. 
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it worked, which is not clear at the moment, the analysis proposing 

rules of vowel coalescence would require the splitting of a single 
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c. By abstracting questions of tone from questions of vowel 

coalescence: attempt 1. There are good reasons to favour an 

analysis in which vowel coalescence applies independently from 

the tone assimilation cycle. The assimilation cycle involves 

the interaction of morphemes, while vowel coalescence involves 

that of segments. ~1e assimilation cycle is determined by the 

presence of boundaries, vowel coalescence obliterates boundaries. 

Perhaps most unnatural of all would be the claim that vowel coal­

escence were tonally conditioned. In fact, we might like to find 

a way of abstracting all questions of tone from the treatment of 

vowel coalescence. 

If the first analysis proposed is adopted, whereby Raising 

and Dissimilation are made sensitive to a following consonant and 

vowel coalescence is stated as a single, post-cyclic rule, we are 

still unable to abstract tonal considerations from tile formulation 

of vowel coalescence. It would still be necessary to add a clause 

to the vowel coalescence rule stating that the tone of the first 

vowel in the sequence is preserved. This is a direct consequence 

of the fact that the rules of tone assimilation have had to be 

stated in terms of segmental features of vowels. 

Another consequence of the first analysis proposed is that 

Raising as formulated in (73) above cannot be termed, strictly 

speaking, a true assimilation or spreading phenomenon, for it 

skips over an intervening wlderlying tone-bearing unit. If we 

could say, however, that when Raising was triggered by a in 

a string like a + a + tE~ + Er + rr + ~ it raised both the 
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ad,j acent vowels (i. e. a) and the vowel of the next CV syllable, 

then Raising could be expressed as a true assimilation, and the rule 

coalescing the vowels a and a would not have to maKe any tonal 

adjustments whatever. To do this, Raising could be expressed as a 

conjunction of two rules, the first of which would raise all 

vowels adjacent to the vowel doing the raising, and the second of 

which would raise the vowel of the first CV syllable following the 

c. By abstracting questions of tone from questions of vo'Wel 

coalescence: attempt 1. There are good reasons to favour an 

analysis in 'Which vo'Wel coalescence applies independently from 

tne tone assimilation cycle. The assimilation cycle involves 

the interaction of morphemes, 'While vo'Wel coalescence involves 

that of segments. ~1e assimilation cycle is determined by the 

presence of boundaries, vo'Wel coalescence obliterates boundaries. 

Perhaps most unnatural of all 'Would be the claim that vo'Wel coal­

escence 'Were tonally conditioned. In fact, 'We might like to find 

a 'Way of abstracting all questions of tone from the treatment of 

vo'Wel coalescence. 

If the first analysis proposed is adopted, 'Whereby Raising 

and Dissimilation are made sensitive to a follo'Wing consonant and 

vo'Wel coalescence is stated as a single, post-cyclic rule, 'We are 

still unable to abstract tonal considerations from tile formulation 

of vo'Wel coalescence. It 'Would still be necessary to add a clause 

to the vo'Wel coalescence rule stating that the tone of the first 

vo'Wel in the sequence is preserved. This is a direct consequence 

of the fact that the rules of tone assimilation have had to be 

stated in terms of segmental features of vo'Wels. 

Another consequence of the first analysis proposed is that 

Raising as formulated in (73) above cannot be termed, strictly 

speaking, a true assimilation or spreading phenomenon, for it 

skips over an intervening wlderlying tone-bearing unit. If 'We 

could say, ho'Wever, that 'When Raising 'Was triggered by a in 

a string like a + a + tE~ + Er + rr + ~ it raised both the 
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ad,j acent vo'Wels (i. e. a) and the vo'Wel of the next CV syllable, 

then Raising could be expressed as a true assimilation, and the rule 

coalescing the vo'Wels a and a 'Would not have to maKe any tonal 

adjustments 'Whatever. To do this, Raising could be expressed as a 
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vowel doing the raising. This would be formalized approximately as: 

L --~ H / H --
<-stem) C __ <L> { 

~ C(L

1 
The second conjunct would always apply, while the first would only 

apply if there were vowels adjacent to the vowel triggering the 

raising. Similarly, Lowering could be expressed in such a way that 

it lowered not just the first vowel following the one triggering 

the lowering, but all adjacent vowels, so that in a string like 

o + a + an + ek + a, Lowering would affect both 
, 
a and 

, 
an to give 

the string 0 + a + an + ek + a. Then the rule coalescing o+a+an 

would likewise have to make no tonal adjustments, for it would 

be applying to strings of vowels all of which would have the same 

tone. To do this, Lowering would be expressed as a disjunction of two 

rules, one of which would apply to all adjacent vowels up to the first 

consonant following the vowel doing the lowering and the other of 

which would apply to the vowel of the first CV syllable following the 

vowel doing the lowering. This possible formulation of Lowering is 

shown in (76): 

('( 6) [_~ C (H>] 
H --~ L / L 

(-stem) C_<H'> 

This solution has the advantage that it permits Raising and Lowering 

to be expressed as assimilation, and it completely austracts tonal 

considerations from the statement of vowel coalescence by guaranteeing 

that the input to vowel coalescence will always be strings of vowels 

all having the same tone. It is not a satisfactory solution, however, 

for it seems to create great redundancies in the cycle. Derivation (79) 

illustrates how the reformulated Raising and Lowering rules would apply: 

(79) [0 [a and ek a 

! Cycle I - Raising 
, 

and ek a --a 

1 Cycle 2 - Lowering 

o a and ek a 

t Vowel coalescence 

waandeka 'you have just written' 
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That is, due to the cyclic applications of Raising and Lowering as 

formulated in (17) and (18), the stem and in (19) has had its tone 

altered twice, from L to H and back to L. 

d. Attempt 2. An alternative proposal1 8 would be to formulate a 

post-cyclic rule wnich would sprea<i the tone of a vowel to any fol­

lowing adjacent vowels prior to the application of vowel coalescence 

rules. Vowel coalescence would then apply and would need to make no 

changes in tone. This rule would, in a sense, prepare a string for the 

application of vowel coalescence. Derivation (80) illustrates how 

such a rule woulcl work: 

(80) [a [a [and ek a 

I Cycle 1 - no rules apply 

Cycle 2 - Raising 
, 

and ek a --a 

1 
Cycle 3 - no rules apply 

Post-cyclic spreading 
, , 

and ek a a a 

1 Vowel coalescence 

clandeka 'he has just written' 

This putative rule of post-cyclic spreading, which we shall 

baptise Adjacent Assimilation, would be formulated roughly as: 

(81) Adjacent Assimilation: 

V --+ ali 

and it would apply iteratively. 

If the only advantage of a rule of Adjacent Assimilation were 

that it rendered more elegant the formulation of vowel coalescence, 

it would have little justification. However, it has at least one 

other advantage. It ",ould enable us to adopt the simpler of the 

alternative formulations of Dissimilation given in (16a) and (76b) 

above. Consider the partial derivation below of the form 'he spread': 

18Wi:lich was the gift of Herb Stahlke. 
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This putative rule of post-cyclic spreading, which we shall 
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(81) Adjacent Assimilation: 
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and it would apply iteratively. 

If the only advantage of a rule of Adjacent Assimilation were 
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it would have little justification. However, it has at least one 

other advantage. It .... roulct enable us to adopt the simpler of the 

alternative formulations of Dissimilation given in (76a) and (76b) 

above. Consider the partial derivation below of the form 'he spread': 

18wi:lich was the gift of Herb Stahlke. 
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([)2) [a [a [an ek 
, 

{; Ir 

1 Cycle 1 - Raising 
, ek , 

E an Ir 

1 Cycle 2 - Lowering 

an ek , 
E --a Ir 

1 Cycle 3 - no rules apply 
, ek , 

E a a an Ir (intermediate string) 

Raising on Cycle 3 has no effect in this form, for the syllable it 

would affect (i. e. Ck) already has Ii tone. The final output for this 

string is aanek(rE, indicating that Dissimilation has applied to 

lower the extension eke If Dissimilation is to apply to the inter­

mediate string produced in (82), it will have to mention in its SD 

both the presence of a prefix and of a H tone pronoun. That is, we 

would have to accept the formulation given in (76b). This formula­

tion would claim that the tone of the prefix itself is not relevant 

to the application of the Dissimilation rule. Consequently, 

Dissimilation would not be expressed as a genuine process of 

dissimilation. Yet we know that in every case where a prefix is 

preceded by a H tone pronoun, that prefix will end up with H tone 

either through Raising or through vowel coalescence. In other words, 

in surface forms, a syllable which undergoes Dissimilation is, in fact, 

preceded by a prefix with H tone and followed by a H tone. This 

generalization is missed in the formulation of Dissimilation given 

in (76b) and repeated here as (83): 

(83) H --+ L I [:~ro] [+pref J V~ C II 

Adopting the environment in (83) is tantamount to looking ahead in 

the derivation and saying that when a prefix is going to have H tone, 

Dissimilation occurs. The environment we wish to state is that given 

in (7680) and repeated here as (84): 

(84) H --oJ L / ~pre~ ~ C 
~H J 

II 
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I 

~k 
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in (76b) and repeated here as (83): 
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Adopting the environment in (83) is tantamount to looking ahead in 

the derivation and saying that when a prefix is going to have H tone, 
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Derivation (02) showed this formulation is impossible if the prefix 

a does not have II tone at the point at which Dissimilation apnlies. 

Supposing, however, that the putative rule of Adjacent Assimilation 

applied to the intermediate string a a an ek rr c produced in (82) 

prior to the application of Dissimilation. It would turn the 
. .. ""'1 lntermedlate strlng just quoted into a a an ek Ir ~. That is, 

the prefix a would acquire Ii tone prior to the application of 

Dissimilation, but after the assimilation cycle. Then Dissimilation 

could be formulated as in (84) and the correct claim would be made. 

We have, then, at least two reasons for postulating a post-cyclic 

rule of Adjacent Assimilation. First, the vowel coalescence rule 

will not have to make tonal adjustments, and secondly, a misleading 

environment for Dissimilation is avoided. More important than these 

two mechanical considerations is the claim that in a correct analysis 

the tonal consequences of vowel adjacency are to be regarded as 

distinct from the segmental ones. This claim is made in the expecta­

tion that more evidence will be revealed in support of the hypothesis 

that tonal features and segmental features may be distinct and may 

operate in different ways. 

In point of fact, once this separation of the tonal consequences 

from the segmental consequences of vmrel coalescence is accepted, it 

becomes less relevant whether the segmental alterations of vowel 

coalescence are effected pre- or post-cyclically. If the segmental 

alterations were to be made pre-cyclically, some way would have to 
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be found to preserve the morpher.le boundaries holding between the 

adjacent vowels in strings like the one in (82) in order that the 

correct number of cycles be triggered. In fact, it does not seem 

impossible that the changes in vowel quality and syllabicity resulting 

from vowel coalescence in Kikuyu be effected pre-cyclically without 

destroying the morpheme boundaries which condition the cycles. This 

providing we are willing to accept the existence in Kikuyu of non­

syllabic entities which are tone-bearing units and have the status 

of morphemes. But the tonal consequences of vowel coalescence clearly 

could not be effected pre-cyclically in strings like (82), since the 

Derivation (02) showed this formulation is impossible if the prefix 

a does not have H tone at the point at which Dissimilation apnlies. 
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of morphemes. But the tonal consequences of vowel coalescence clearly 

could not be effected pre-cyclically in strings like (82), since the 
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cycle works with the underlying tone of each morpheme. The post­

cyclic rule of Adjacent Assimilation would have to remain in such an 

analysis, and any pre-cyclic rule of vowel coalescence would neces­

sarily be unable to make tonal adjustments. 

The Adjacent Assimilation rule does not eliminate the problem 

encountered earlier with regard to Dissimilation and Raising, that 

is, the fact that both must skip over adjacent tone-bearing units and 

thus cannot be treated as true spreading phenomena. This is not a 

trivial problem. In the environment we have adopted for Raising, that 

is, H ~C (L), the mention of the intervening vowels is 
<-stem) --

tantamount to a statement that the rule uoes not affect vowels which 

are going to undergo coalescence, i.e. tone-bearing units which are 

going to cease to be tone-bearing units. There should be some simple 

way of expressing this generalization--it is not, after all, an 

unusual constraint--without sacrificing the statement of Raising as 

a spreading phenomenon. Having come up with no feasible alternatives 

within the present theory, I am forced to accept the less than 

satisfactory formulations of Dissimilation and Raising given in 

(73) and (74) and repeated in (85): 

(85a) Raising: 

L --~ H / H ~ C __ ~L) 
( -stem) 

(85b) Dissimilation: 

H --~ L / ~~re1 V~ C H 

10. Conclusion 

In this paper, the view has been presented that Kikuyu has a two­

level terrace-tone system characterized by the fact that, in affirmative 

verb-noun constructions at least, an underlying syllable is tonally 

assimilated to a preceding syllable under certain conditions. It has 

been proposed that the rules governing this assimilation operate 

cyclically, morpheme by morpheme from right to left across the string. 
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A post-cyclic rule of Dissimilation, operating in a highly specific 

environment has been postulated. The interaction of these rules with 

processes governing adjacent vowels was examined and a second post­

cyclic rule governing the tonal consequences of vowel adjacency was 

proposed. Finally, an inadequacy in the formulation of Dissimilation 

and Raising was pointed out in the hope that a more revealing state­

ment of these processes, and of the difference between them and 

Lowering, may be arrived at. The question of why the tonal system 

of Kikuyu should be weighted in favour of the preservation of 

underlying ti tones in the first place was left in the lap of the reader. 
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In Vennemann [to appear] a mechanism of grammar change, called rule 

inversion, is described. Reduced to essentials, rule inversion takes 

place when a historical change *A> B I X __ Y is reflected by a synchronic 

rule B --~ A I X __ Y. This will typically be the case when the environ­

ment conditioning the change *A> B appears in a lexically basic form, 

e.g. the singular of a noun, but not in a less basic form, e.g. the plural 

of a noun. The etymologically original A will alternate with the derived 

B, but since the A alternate appears in the "conceptually more complex 

morpho-syntactic category" (Vennemann [to appear], p. 4), the B alternate 

will be taken as basic and A will be derived synchronically from it. 

The principal empirical evidence for the existence of rule inversion 

comes from linguistic changes which take place after the original change(s), 

but which would have no conceivable motivation if the synchronic rules 

replicated the original diachronic process(es). The main such subsequent 

changes are regularization of an alternation and loss of an alternation. 2 

Suppose that both t and k palatalize to c in singular forms but are 

retained in plurals. If the synchronic rules continued to derive the 

c's in singulars from underlying t and k respectively, we would 

expect the alternations to remain stable. It is frequently the case that 

such alternations do not retain their etymological patterns, however. 

11 would like to thank Theo Vennemann for encouraging me to write this 
paper. It is through discussions with him that I have begun to make sense 
of the syncrhonic alternations described here. I would also like to thank 
Paul Newman for furnishing me with a manuscript of his forthcoming mono­
graph, The Kanakuru Language. Professor Newman was also kind enough to 
make comments on an earlier version of this paper. 

2Andersen [1969] has called the process of regularizing an alternation 
under these circumstances extension of a morphophonemic process. He has 
called retrenchment and eventual loss of such alternations curtailment 
of a morphophonemic process. 
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The rule inversion hypothesis claims that in the synchronic grammar, 

after the sound changes have taken place, there are two inverse rules 

which derive the plural alternates from the singulars, viz. c --~ k 

and c --~ t. Note, however, that formulated as inverse rules the alter­

nations of some CIS with k and others with t creates a conceptually 

anomalous situation. That is, there is nothing in the synchronic facts 

to tell the speaker of this language why some CIS alternate with t 

and some with k. Conceptual anomalies are part of the basis of linguistic 

change. The anomaly will be resolved either by regularization of the 

alternation such that c always alternates with t or k but not both, 

or by disappearance of the alternation altogether and extension of c to 

all lexically related forms. In fact both types of change are observed. 

In what follows, I will describe a number of cases of rule inversion 

resulting from consonant changes in two Chadic languages, Kanakuru and 

Hausa. The Kanakuru sound changes are described in Newman [1970], and 

a synchronic Kanakuru phonology is found in Newman [1973]. I have des­

cribed the sound changes themselves as occurring in somewhat wider 

environments than given in Newman [1970] through extrapolation from the 

synchronic account. The synchronic account suggested here does not differ 

in essentials from that given in Newman [1973]. It should be pointed out 

that Newman had already formulated the synchronic Kanakuru phonology as 

requiring inverse rules purely on internal grounds before rule inversion 

was elaborated as a bona ~ and widespread type of language change. 

The Hausa sound changes described here were first systematically laid 

out in Klingenheben [1928]. I have gleaned further data relevant to these 

changes from standard Hausa references, particularly Bargery [1934] and 

Abraham [1962], as well as from my own work on Hausa. To my knowledge, 

this is the first discussion suggesting that the synchronic alternations 

in Hausa must be accounted for by inverse rules. 

2. Kanakuru 

a. The Kanakuru sound changes 

Stop consonants in Kanakuru weakened to corresponding sonorants in 

phonologically specifiable environments. The etymological stops have 

yielded the following sonorant reflexes: 
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*T> r 

*K> y 

*p> w ( > b in some dialects) 

(*T 

(*K 

( *p 

= *t, 

= *k, 

= *p 
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*d, *d) 

*g) 

- *f, *b, *6) 

Certain nouns and verbs, while undergoing the expected weakening in 

their singular forms, have retained stops in plural forms with no apparent 

phonetic motivation. I will return to these alternations after describing 

the more regular alternations resulting from the sound changes in (1). 

The evidence for weakening comes both from comparative evidence and 

from stop/sonorant alternations in the contemporary language. After 

specifying the environments in which weakening took place, I will argue 

that in a synchronic grammar of Kanakuru, all the alternations must be 

viewed as operating in just the opposite direction from the historical 

changes, i.e. they are inverse rules. 

Newman ([1970], p. 43) states that weakening affected "intervocalic 

non-nasalobstruents". Judging from synchronic alternations, the inter­

vocalic weakening applied not only to word medial stops, but also to 

word final stops when followed by a vowel across a morpheme boundary. 

Word initial stops have not been affected. 3 

(2) *T> r 

'to die' muri cf. Hausa mutu 

leye' yere cf. Hausa ideo 

'four' parau cf. Hausa fud'u 

'it's not a louse' wei jar)kar u jar)kat 'louse' 

3Mysteriously, the change failed to operate in one intervocalic 
environment, viz. with a preceding short vowel and a following e, e.g. 
kape 'to sow'. Note the doublet duwi « *duyi < *duki) 'to beat' 
but duse « *duce < *duke) 'to pound (in a mortar)' (cf. Hausa duuka 
'to beat', daka 'to pound (in a mortar)'). Newman [1970] mentions a 
second intervocalic environment where the change did not operate, viz. 
before epenthetic a as in jupale 'to tumble'. I believe that this 
a is without structural import and is needed solely to prevent an 
obstruent from abutting with a sonorant. This is a common restriction 
in Chadic languages. Newman notes that these a's are extremely short. 
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*K> Y 

'to build' 

'the okra' 

'blind' 

*p> w 

'to spit' 

'room' 

'cloud' 

aayi 

garay-i 

buum < *buyum 

tuwi 

gaawi 

awe 

cf. Hausa daakii 'hut' 

garak 'okra' 

cf. Tangale fugum, 

Karekare mbugum 

cf. Hausa toofa 

cf. Bolanci ~ 

cf. Pero yeoe 

'he is not seated' wo-~ii ~arab u ~ii ~arap 'he is seated' 

(This last example is from a dialect where *p > w > D .) 

Weakening also took place in certain non-intervocalic environments. 

In particular, the second of two abutting consonants became sonorant. 

Again, word initial stops were not affected, but initial stops in certain 

enclitic SUffixes, especially pronouns, were weakened since these enclitics 

are phonologically part of the word to which they are suffixed. Synchron­

ically, the sonorant alternates in these enclitics appear only if the 

preceding consonant disagrees with respect to the feature [coronal], i.e. 

*T > r only after labials and velars, *p > wand *K > '( only after 

alveolars. 

( 3) 'to buy' di bare4 cf. Ngizim dabda 'to sell' 

'he washed (it) a jOb-ro but a pan-to --~ 

for her' [pando] 'he transplanted 

( it) for her' 

'he cured her' a jaf)-re but a al-te --~ 

[aide] 'he saw her' 

'wing' bobuwa4 < *bobuya cf. Hausa fi ff i kee 

'your hand' ar-wo < *ar-lo but a 6ak-ke 'he ignored 

you' 

4As noted in fn. 3, the a 
has no structural significance. 
the weakening of the stop which 

(--~ u in the env. of w) probably 
It was introduced after, or as part of, 

it precedes. 
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'he saw you' a al-ye but a jaf)-ke --~ 

[j af)ge] 'he cured you' 

a du~-ko 'he mixed (it) 
for you' 

a wum-ko --;, [wumgo] 

'he rubbed (it) for you' 

'fish' 5 i ruwo'+ cf. Lame kirvi 

(By an accident of Chadic history, there are no enclitic suffixes beginning 

with a labial stop which would be subject to the p/w alternation.) 

Some syllable final stops have also been subject to weakeningS *T> r 

before [-coronal] consonants. This has taken place both within words and 

across word boundaries. 

( 4) 'stones' 

'he stole a bow' 

guwar-f)gin 

a sir pek 

guwat 'stone' 

but a sit tif)a 'he 

stole a sheep' 

*K> y in some syllable final environments, e.g. gumbayla 'toad', 

yayjak 'sifting', yi liy-no 'my tongue'. However, there are conflicting 

examples, e.g. a duk-ro 'he beat (it) for her', a sak-taru 'he founded 

it', a oak lowei 'he ignored the boy'. The conditions which caused or 

prevented weakening here are obscure. 

r have found no examples of p/w alternates in syllable final posi­

tion. Only the p variant appears. 

SBefore nasals the following alternations occur (obligatorily within 
words, optionally across word boundaries): 

[
+corJ 

*T> n / _ +nas ,e.g. ar- 'hand' + ni 'his' --~ [an-ni], 
a kut noki or a kun noki 'he refused his mother' but ar-mai 'your hand'; 

*K> f) / [~~~~J, e.g. *a bak-mai --~ [a baf)-f)ai] 'he ignored you 
(pI)' but--Yi liy-no 'my tongue'; *p> m / ___ [+nas], e.g. *a duw-no --~ 
[a dum-no] 'he mixed (it) for me', a tup mori or a tum mori 'he spit 
the oil'. More investigation will be required to discover whether the 
historical process producing these alternations went through a development 
*stop > sonorant > nasal or whether the stops were changed directly into 
nasals as a sub-part of the overall weakening process. These nasal 
alternations are clearly relevant to the subject of rule inversion but 
they will not be further discussed here. 
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The above account, with some minor details omitted, summarizes the 

consonant changes that have taken place in Kanakuru. The interplay 

between the weakening and non-weakening environments has yielded syn­

chronic alternations. Some such alternations have already been illustrated 

in (2)-(4). Note also the following paradigms, which show the complex 

interplay between syllable final and syllable initial alternations: 

(5) arak 'hand' Vi I ik 'tongue' 

ar-wo < *ar-To 'your hand' Vi I iy-no 'my tongue' 

at-to 'her hand' Vi Ii k-ko 'your tongue' 

dlve-ro 'her grand- bo-wo < *bo-Yo 'your father' 

mother' 

b. Kanakuru synchronic alternations as inverse rules 

In generative phonology, alternations such as those seen above are 

accounted for by choosing one form as underlying and deriving the correct 

phonetic output from it by rule. In some cases, synchronic rules may 

reflect diachronic processes. In the case of Kanakuru, however, the 

synchronic rules are the inverse of the diachronic process, i.e. whereas 

diachronically "softening" took place, synchronically the rules producing 

the alternations noted here are "hardening" rules and the sonorant variants 

are underlying. We can trace the history of the Kanakuru changes as 

follows: 

Stage I: Stops weakened in the environments described above. Whether 

weakening took place in all those environments at once or in successive 

stages is irrelevant for our purposes. 

Stage IIa: For the majority of lexical items, sonorants had now replaced 

etymological stops in the more "basic" syntacto-semantic forms. For 

example, the verb muri < *mutl 'to die' now had the verbal noun form 

muru and moreover retained the r in many of its other forms. Only if 

the r appeared before a non-nasal alveolar would t reappear (verbs in 

-i drop the final -i when not utterance final so there are utterances 

where r might abut with another alveolar). The appearance of a histori­

cally derived variant in lexically basic forms is the basis for rule 
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inversion. Thus, the sonorants r, y, and w were now underlying in 

many lexical items. 

For a period, these sonorants probably alternated with the stops from 

which they were etymologically derived. However, with the sonorants being 

basic, lexical items had to be specifically marked as to whether the 

alternation was with a voiced, a voiceless, or a glottalized variant. 

The alternations were gradually regularized so that in contemporary 

Kanakuru all the phonological sonorant/stop alternations involve voiceless 

stop alternates, no matter what they were etymologically, e.g. 

( 6a) 'neck' duri cf. Bolanci dido 

'her neck' dut-to 

( 6b) 'to mix' duwi cf. Margi dzaba 

'he mixed it for a dup-ko 

you' 

(No examples of etymological *g alternating with y have been found.) 

Stage lIb: The weakening of stops to sonorants not only resulted in 

neutralization of original stop contrasts; in the case of *T> r and 

*P > w, it resulted in neutralization of stops with the pre-existing *r 

and *w (no *y existed prior to the *K > y change). For a period, 

the etymological sonorants probably retained their identity by failing 

to alternate with stops. But non-alternating sonorants needed special 

lexical marking in the same way that the different stop alternates did, 

and since such special marking is conceptually anomalous, etymological 

sonorants were also brought into the sonorant/stop alternation pattern.o 

'oil' mot cf. Bolanci mor 

'the oil' mor-i 

'lice' jaf)kat cf. Ngizim jaf)kar 

'not lice' woi jaf)kar u 

6This change of *r > t in word final position is not a "historical 
sound law" as implied by Newman ([1970] p. 44). It is what is traditionally 
referred to as an analogical replacement. 

385 

inversion. Thus, the sonorants r, y, and w were now underlying in 

many lexical i terns • 

For a period, these sonorants probably alternated with the stops from 

which they were etymologically derived. However, with the sonorants being 

basic, lexical items had to be specifically marked as to whether the 

alternation was with a voiced, a voiceless, or a glottalized variant. 

The alternations were gradually regularized so that in contemporary 

Kanakuru all the phonological sonorant/stop alternations involve voiceless 

stop alternates, no matter what they were etymologically, e.g. 

(6a) 'neck' duri cf. Boland dido 

'her neck' dut-to 

(6b) 'to mix' duwi cf. Margi dzaba 

'he mixed it for a dup-ko 

you' 

(No examples of etymological *9 alternating with y have been found.) 

Stage lIb: The weakening of stops to sonorants not only resulted in 

neutralization of original stop contrasts; in the case of *T> r and 

*p > w, it resulted in neutralization of stops with the pre-existing *r 

and *w (no *y existed prior to the *K > y change). For a period, 

the etymological sonorants probably retained their identity by failing 

to alternate with stops. But non-alternating sonorants needed special 

lexical marking in the same way that the different stop alternates did, 

and since such special marking is conceptually anomalous, etymological 

sonorants were also brought into the sonorant/stop alternation pattern. 6 

'oil' 

'the oil' 

'lice' 

'not lice' 

mot cf. Bolanci mar 

mar-i 

jal)kat cf. Ngizim Jal)kar 

woi jaf)kar u 

6This change of * r > t in word final position is not a "historical 
sound law" as implied by Newman ([1970] p. 44). It is what is traditionally 
referred to as an analogical replacement. 



386 

'hot' 

'not hot' 

'he stole a sheep' 

'stealing' 

gargat 

woi gargar u 

a sit til)a 

siri < *ciri 

cf. Tera gargar 

cf. Ngizim kara 

I have not yet identified any examples of etymological w's in auto­

matic alternation with p (but see examples of "hard" plurals below). 

In words like mot 'oil', ja~kat 'lice', etc., final t appears 

in the citation form (= basic form) of the word, yet this t alternates 

with r. Such words are not counter-examples to my claim that the 

sonorant/stop alternation in contemporary Kanakuru is an inverse rule 

where sonorants are underlying. Word final is a position of neutraliza­

tion where stops and sonorants cannot contrast either phonetically or 

underlying. At the deepest level these word final consonants are archi­

phonemes, unspecified for the feature [sonorant). 

We have seen that regarding the contemporary Kanakuru consonant 

alternations as an inverse rule where sonorant --~ stop rather than the 

historical process stop --~ sonorant explains the regularization of the 

alternations giving only voiceless stops as alternates of sonorants. It 

also explains why etymological sonorants now alternate with stops. 

Consider now the following sentences: 

( 8a) a \'/upa-ro 'he sold (it ) to « wupe 'to sell') 

her' 

(8b) a 9 u P - ro d i y i I 'he forged a hoe «~ 'to forge') 

for her' 

(8c) ., . 
kuka-mai 'he is learning « kuke 'to learn') SI 

(it)' 

(8d) si dUI)-l)ai 'he is beating it' « duyi 'to beat') 

(cf. also a duk-ro 'he beat (it) for her') 

If we were to take the stops as underlying in all cases and derive 

the sonorants from them, there would be no way to distinguish the medial 

consonant in the verb root in (8a) from that in (8b) and the medial 

consonant in the verb root in (8c) from that in (8d) for the purposes of 
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epenthetic a insertion. The presence of a after the medial consonants 

of the verbs in (Sa) and (8c) results from a condition on the formation 

of words in Kanakuru preventing obstruents from abutting with sonorants 

(cf. fn. 3). Likewise, by not distinguishing k and y underlyingly, 

we would have no way to predict which words have velars which assimilate 

to a following nasal, as seen in (8d). 

The inverse rules just described are of particular interest since 

they exemplify inverse rules that have become productive phonological 

processes. More typical are inverse rules which level variability in 

alternations but remain restricted to specific lexical items. Kanakuru 

also has such lexically speicific inverse rules. Certain nouns and verbs 

have plural forms which replace a sonorant in the singular with a stop in 

the plural. (Plural verb forms are used with transitive verbs which have 

plural objects and with intransitives which have plural subjects.) 

(9 ) Verbs Singular Plural --
'to tie' d'owe dope cf. Hausa d'amre 

'to shoot' boi < *buw i 7 bupe cf. Karekare basa 

'to get out' pui < *puwi pupe cf. Ngizim fuwa 

'to die' muri muti cf. Hausa mutu 

'to go out' pori poefe cf. Hausa fita 

Nouns 

'father' bOt) bopin cf. Hausa uba 

'chicken' yaawe yaapiyan cf. Tangale ya5E 

'gazelle' v secfi van cf. Dira kite 'duiker' sere 

'shoe' taa < *taya takin cf. Hausa taaka 'to 

step on' 

'duiker' boo < *bowo bokiyen cf. Tangale b::>bo, 

Kofyar ~ 

An explanation for why stops in plurals were not always changed to 

sonorants as they were in the singular awaits discovery. It is clear, 

7Besides the sound changes described here, Kanakuru also underwent a 
change which converted all alveolar and alveo-palatal spirants to y 
(--~ w in the env. of a round vowel). See Newman [1970]. 
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epenthetic a insertion. The presence of a after the medial consonants 
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however, that singulars characterized by "soft" consonants which are 

paired with plurals characterized by "hard" consonants represent an old 

alternation pattern, not a new development. Were the alternations a new 

development (a rather implausible hypothesis under any circumstances), we 

would expect the hard/soft alternations to be perfectly regular. But 

whereas most r' s in the singular alternate .Ti th J' s in the plural, 

in the word 'die' « *muti), we find r alternating with t. The odds 

are vanishingly small that Kanakuru speakers would single out this one 

word for an r/t alternation rather than rid, where this one word is 

one where it happened that the etymological stop which yielded r was 

*t. We can only assume that the t in the plural alternate of 'die' is 

a historical retention and that d's in plurals where the etymological 

consonant is not *d' (e. g. the word for 'to go out') are recent replace­

ments occasioned by what has traditionally been called analogical leveling. 

Other evidence that "plural hardening" is an old alternation is seen 

in the following singular/plural pairs miyo 'wife' (pl) misan, and 

ti~a 'sheep' (pl) ti~gan (cf. Ngizim tamaaku). The alternation seen 

in 'wife' is the only synchronic survival reflecting a sound change 

*8 > Y in all environments (cf. fn. 1). The non-existence of sly 

alternates elsewhere in the language precludes the possibility that 

Kanakuru speakers could have formed the plural misan as a later ana­

logical development, since there is no model for it. 8 The ~/~g 

alternation found in 'sheep' is likewise an alternation not found else­

where in the language. 

It is equally clear that the sonorant/stop alternation between 

singulars and plurals is an inverse rule in contemporary Kanakuru. First, 

the stops found in the plurals do not always reflect their etymologies, 

8paul Newman, in personal communication, has suggested that the y 
in m i yo may etymologi cally be *y, c f. N gi zim ma i 'mother'. Thi s does 
not affect the argument here but only complicates the facts. The y/s 
alternation in the word for 'wife' must date from a time when not only 
were there sonorant/stop alternations in singulars and plurals, but also 
some plurals having y/alveolar fricative alternations. It would not be 
unexpected for the latter alternation to spread to words where the y was 
not etymologically *S in the same way p has now spread so as to alter­
nate with w's which are from etymological *w (as in the word 'to get 
out' in (9», not etymological *P. 
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as can be seen in the examples in (9). In fact, with the exception of 

the verb 'to die', where r alternates with t, the alternations are 

always 'I' / p , r / d, and y / k. 9 Second, pI ural hardening in Kanakuru is 

typical of many inverse rules in that it involves an alternation which is 

both phonetically unmotivated and requires arbitrary marking of those 

lexical items which undergo it. Such rules are subject to replacement by 

more regular processes which do the same semantic or syntactic work. 

Newman [1970, 1973] does not mention alternates to the "hard" plurals. 

However, in the Kanakuru list in Kraft [to appear], all words given with 

hard plural forms are also given with a non-hardened variant using a 

suffix -~gin, e.g. 

(10) 'hen' 

'gazelle' 

'bow' 

'billy goat' 

yaawe 

sere 

ruya 

buut ( *buyut 

yaapiyen 

sediyen 

rukan or 

bukarin 

or yaawi~gin 

or sere~gjn 

ruwa~gjn 

or buri~gin 

Of the plural form in -~gjn, Newman ([1973], p. 7-1) says, "This is 

by far the most common plural suffix and also the most productive at 

present, as evidenced by its use with recent loanwords." We can add that 

its productivity is further evidenced by its use as a replacement for 

plurals formed in more conservative speech by an inverse rule. 

To summarize, Kanakuru has undergone massive weakening of stops to 

corresponding sonorants, but the weakening occurred only in specific 

environments, the result being stop/sonorant alternations in the contem­

porary language. The synchronic rules must all be considered inverse 

rules for a number of reasons: loss of etymological contrasts in stops 

alternating with sonorants, extension of alternations to words containing 

etymological sonorants, replacement of "hard" plurals with more regular 

plural forms containing sonorants. 

9Between identical vowels, y has been lost. We therefore see in 
some cases that 0 alternates with k (taa/takin 'shoe'). In the 
word for 'duiker', k now alternates with cp where cp < Ifl < *6 between 
two o's. As a general rule, however, w < *p or *w has not been lost 
between identical vowels (cf. [kowot] 'mucous'). 
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The inverse rules are all morphophonemic in the sense of Vennemann 

[to appear] and Andersen [1969]. However, they are of two types: the 

first involves productive alternations which take place in (morpho)phono­

logically specifiable environments (environments mentioning only segments 

and/or boundaries but not lexical categories or specific lexical itemsl. 

Though the original phonetic motivation for this rule (weakening of stops) 

has been lost, the rule has become stabilized and has even been extended 

to sonorants not originally part of the alternation. I should point out 

in passing that the fact that the rule was extended because of conceptual 

motivation (reduction of irregularity), not phonetic motivation (a natural 

process of obstruent weakening), is the evidence that the rule is no 

longer phonological, but rather morphophonemic (see Vennemann [1971] for 

discussion of changes involving conceptual as opposed to phonetic processes). 

The second type of alternation yields stops in plural forms corres­

ponding to sonorants in singulars. The alternation is being curtailed 

as can be seen by the replacement of "hard" plurals by more regular plural 

types. 

The reason for extension in the one case and curtailment in the other 

is clear, viz. the former operates unexceptionally in the appropriate 

environments while the latter requires special lexical marking on the 

items undergoing the alternation. 

3. Hausa 

Hausa has undergone a series of sound changes weakening consonants to 

the corresponding sonorants in syllable final position. The entire series 

of changes is now generally referred to as Klingenheben's Law since the 

changes were first systematically described in Klingenheben [1928]. 

The changes which took place are as follows: 

(11) *K > w / $10 (*K = *k, *g, *K) 

lOThe symbol $ represents a syllable boundary. Since no more than 
two consonants can occur in sequence in Hausa, the environment / __ $ 
abbreviates / --{~1. 

390 

The inverse rules are all morphophonemic in the sense of Vennemann 

[to appear] and Andersen [1969]. However, they are of two types: the 

first involves productive alternations which take place in (morpho)phono­

logically specifiable environments (environments mentioning only segments 

and/or boundaries but not lexical categories or specific lexical items). 

Though the original phonetic motivation for this rule (weakening of stops) 

has been lost, the rule has become stabilized and has even been extended 

to sonorants not originally part of the alternation. I should point out 

in passing that the fact that the rule was extended because of conceptual 

motivation (reduction of irregularity), not phonetic motivation (a natural 

process of obstruent weakening), is the evidence that the rule is no 

longer phonological, but rather morphophonemic (see Vennemann [1971] for 

discussion of changes involving conceptual as opposed to phonetic processes). 

The second type of alternation yields stops in plural forms corres­

ponding to sonorants in singulars. The alternation is being curtailed 

as can be seen by the replacement of "hard" plurals by more regular plural 

types. 

The reason for extension in the one case and curtailment in the other 

is clear, viz. the former operates unexceptionally in the appropriate 

environments while the latter requires special lexical marking on the 

items undergoing the alternation. 

3. Hausa 

Hausa has undergone a series of sound changes weakening consonants to 

the corresponding sonorants in syllable final position. The entire series 

of changes is now generally referred to as Klingenheben's Law since the 

changes were first systematically described in Klingenheben [1928]. 

The changes which took place are as follows: 

(11) *K > w / $10 (*K = *k, *g, *k) 

lOThe symbol $ represents a syllable boundary. Since no more than 
two consonants can occur in sequence in Hausa, the environment / ___ $ 
abbreviates / ---{~1. 



*T> r / _* 
*p > w / _* 
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(*T = any alveolar obstruent; r = lItrilled rll, 

which contrasts phonetically with r, a 

"retroflex flap") 

(*P = *p _ *f, *b, *b, *m) 

We know from dialect evidence that these changes happened historically 

in the order from top to bottom in (11), since the latter changes have 

only partially taken place or have not taken place at all in some dialect 

areas (cf. Klingenheben [1928], Schuh [1972]). We will be concerned here 

only with the dialect where the entire series of changes is complete. 

Evidence for the changes is found in synchronic alternates, dialect 

variants, and comparative evidence. (In conformity with the standard 

orthography, syllable final w will be represented u): 

(12) *K > w 

'poverty' 

'a twin' 

'tusk' 

(13) *T > r 
'Audu's gown' 

'to count' 

'five' 

'pagan' 

ta lauci i 

batauyee 

hauree 

riiga-r Audu 

kirga < *kirga 

biyar 

ai"nee 

cf. talaka 'poor person' 

cf. tagwaaye 'pair of 

twins' 

cf. hakoori i 'tooth' 

cf. ta Audu 'that of 

Audu, Audu's' 

cf. kididdiga 'to reckon' 

cf. Karekare baadu 

cf. dialectal asnee 

(The alveolar fricatives 5 and z have usually not changed before 

labials or velars, e.g. askaa 'razor', cazbii 'prayer beads' in all 

areas. ) 

(14) *p > w 

'barking (of dog)' hausi i 

'needle' all uuraa 

'to sit' zauna 

cf. dialectal hapsi i 

or hafSi i 

< Arabic 'al'ibra 

cf. zama 'to remain'; 

dialectal zamna 

*T > r / $ 

*p > w / $ 
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'mosquito' sauroo cf. dialectal sabroo 

or sam roo 

In the dialect in question, *m > w only before sonorants (cf. the 

last two examples). Before obstruents, *m remains nasal but assimilates 

to point of articulation: ranta 'to lend' (cf. dialectal ramta); 

di0ki i 'sewing' (cf. dialectal dimkii). Word final, m is retained 

or else becomes Q ,e.g. mutum or mutu0 'person'. 

Klingenheben's Law applied only to syllable final consonants. There 

are in Hausa a number of morphological processes which insert vowels 

between abutting consonants. When the first of the abutting consonants 

is one which was weakened by Klingenheben's Law, insertion of a vowel 

between the consonants results in alternation between a sonorant and the 

corresponding obstruent (or nasal in the case of m). The most common 

alternations of this type are found in plurals formed by insertion of 

-aa- between medial abutting consonants (usually accompanied by change 

of the final vowel of the singular to -ee). Thus, we have a singular 

askaa 'razor' with a corresponding plural asaakee where there is no 

alternation, but with baunaa 'buffalo' we find the plural Sakaanee, 

giving evidence that the singular is from *oaknaa. 

In traditional generative grammar, such alternation could easily be 

accounted for by having underlying k with a synchronic rule to yield 

w exactly as the diachronic event did. This would be wrong. Note first 

of all, that to set up underlying /baknaa/, we would have to set up an 

abstract form that would be impossible as a phonetic form because of the 

syllable final /k/. While we would not want to rule out, a priori, all 

abstract underlying forms, we should always ask whether such abstractions 

are established because of the realities of the language or because of 

the linguist's pursuit of elegant solutions. In the present case, there 

is good evidence that underlying /k/ in baunaa and other words in (12) 

and (15) is not a reality of Hausa. In the first place, the way that 

contemporary Hausa deals with syllable final velars introduced in bor­

rowings or resulting from productive derivational processes is not to 

change them to [VI], but to completely assimilate them to the following 
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consonant, i.e. the phonetic result is a geminate consonant. This is 

seen in borrowings, e.g. lacca English 'lecture', littaafi i 'book' 

Arabic al kitabi, and in reduplicated forms, e.g. daddaka 'to pound 

well' < daka 'to pound (in a mortar)', bubbuga 'to beat well' < 
buga 'to beat', etc. (cf. karykaama 'to catch (many)' < kaama 'to 

catch'). 
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Stronger evidence that underlying /k/ in baunaa is not a synchronic 

reality in Hausa is seen from the direction of changes observed in the 

formation of plurals. The language is losing those plural forms where 

obstruents alternate with sonorants. Thus, a common alternative to the 

plural bakaanee is baunaayee. (In this type of plural, if the first 

syllable has a long vowel nucleus, -aa- is found after the medial con­

sonant and a suffix -yee is added.) 

In a synchronic grammar of Hausa, the alternates reflecting Klingen­

heben's Law must be accounted for by an inverse rule which derives 

obstruents from sonorants. As in Kanakuru, the Hausa alternations are 

typical of inverse rules in that the historically derived variant is 

found in the lexically basic form (here, the singulars of nouns). 

Further, these inverse rules in Hausa require special lexical marking for 

items undergoing them and express an apparently arbitrary phonological 

relationship (underlying w may become [k, g, k, or w] depending on the 

word). Clearly, such rules are conceptually undesirable and we would 

expect the language to eliminate them just as Kanakuru is eliminating 

its hardened plurals. 

Following are a few more examples of singulars containing a sonorant 

derived historically from an obstruent (or m) via Klingenheben's Law. 

Plural types other than the -aaCee type are included. In the word for 

'trader', I know of no regularized variant. 

'heart' 

'Tuareg' 

'trader' 

Singular 

zuuciyaa 

buuzuu 

farkee 

Plural 

zukaataa or 

bugaajee or 

fataakee 

Regularized plural 

zuuciyooyi i 

buuzaayee 

? 
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SinEjular Plural Resularized Elural 

type of tree kargoo ? karaagee11 

'rubbish heap' juuj i i jibaajee or juujaayee 

'young man' saurayi i samaari i or sauri i 

Further evidence that these alternations must be accounted for by 

inverse rule is seen in the word gwauroo 'bachelor' which has the plural 

alternates gwauraayee and gwagwaaree. This second alternate has to be 

an analogical reformation resulting from the neutralization of *P and 

*K in syllable final position. The -u- in gwauroo comes from *P, 

not *g, as can be seen in the dialect variants gwabroo or gwamroo. 

Whereas the evidence in Kanakuru indicates that all sonorant/stop 

alternations should be accounted for by inverse rules, the situation is 

not quite so simple in Hausa. Consider the following forms: 

(16) farkee 'trader' fatauci i 'trading' 

sarki i 'emir, king' sarautaa 'ruling' 

sarauniyaa 'queen' 

kuturuu 'leper' kuturtaa 'leprosy' 

makaafoo 'blind man' rnakaun i yaa 'blind woman' 

In these examples, the etymologically older consonant appears in the 

lexically basic form while the corresponding sonorant is seen in the 

derived forms. (In the word for 'trader' we are concerned with the k/w 

correspondence, not the r/t one also found here.) I argued above that 

the alternate in the less basic form, say the t in the plural fataakee, 

should be derived from the alternate in the basic form, here, the r in 

the singular, farkee. Following the same line of argumentation, it 

appears that the syllable final -w- in the less basic fataucii should 

be derived from the underlying k in the basic form, farkee. Such a syn-

chronic rule k --~ w / ___ $ would exactly parallel the diachronic event. 

1 1 Although neither Abraham [1962] nor Bargery [1934] give a plural 
alternate *kaTaagee, it is certain that the r here derives from *T. 
Trilled r is found only as a result of Klingenheben's Law or in borrowed 
words. Borrowing is ruled out in this case since other dialects which 
have I instead of r as the reflex of *T have kalgoo for this word. 
These dialects do have r in borrowings, however, e.g. barkaa 'blessing' 
« Arabic) in all dialects. 
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While the theory being advocated here does not in principle exclude 

from a synchronic grammar both rules which reflect the direction of a 

historical change and rules which are the inverse of that change, such 

a solution must be ruled out for the Hausa examples in (16). Note that 
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if we used a rule k --~ w / ____ ~ to derive fataucil from underlying 

*/farakcii/, we would have to set up exactly the same type of abstract 

underlying form that was ruled out above for baunaa. Recall that under­

lying /baknaa/ was ruled out because a /k/ --~ w analysis in this 

instance is supported neither by productive synchronic rules affecting 

syllable final velars nor by change in plural forms observed in the 

language. 

In fact, it is not uncommon in languages to find what we may call 

lexical correspondences. These are sets of words which are etymologically 

related, but which can no longer be related by synchronically generative 

rule. Such lexical correspondences may result from extensive borrowing 

from related languages or borrowing from an earlier period in the history 

of the language. Thus, we find pairs like English 'foot'/'ped-al' and 

'father'/'pater-nal' where f- and £- form lexical correspondences. 

Lexical correspondences may also result from earlier phonological alter­

nations which have lost their productivity ,1 2 leaving pairs of lexical 

items which are no longer relatable by rule in the synchronic grammar. 

Thus we have English 'drink'/'drench' and 'stink'/'stench'. Hausa pairs 

like farkee/fataucii are of the latter type. 

At present, I have no firm notion about how such pairs of lexical 

items should be related in a synchronic grammar. Although we would like 

to show that farkee and fatauci i are lexically related in a way that, 

say, farkee and kaasuwancii 'trading' « kaasuwaa 'market') are 

not, it is apparent that we do not want to relate them by generative rule. 

To state such relations, Vennemann [to appear] has proposed what he calls 

via rules. These are rules of the form '~is related to ~ via z' where 

12The rule relating baunaa to bakaanee, etc. is not productive 
either, in the sense that it would not apply to borrowings, for example. 
It is 5enerative, however, in the sense that it is a morphophonemic rule 
relating morphophonemic alternates in a systematic way. 
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~ and ~ are lexical correspondences of the type being discussed and ~ 

is a statement of a correspondence. Thus, ~may state a correspondence 

k --~ W ("k corresponds to w") by which we can relate farkee and 

fataucii without deriving the latter directly from the former. Note 

that this theory implies a lexicalist view of grammar, such as that 

outlined in Chomsky [1970]. Thus, the words farkee and fataucii 

would both appear in the lexicon and would be related by state~ents of 

lexical correspondence, not generative rule. Since this is the case, the 

t in fataucii could not be derived from r by the generative inverse 

rule I proposed above any more than w can be derived from k. We will 

therefore need a via correspondence r --~ t, identical in form, but 

not in function, to the generative rule deriving the plural form 

fataakee fro~ farkee. 

Obviously, these claims about how farkee and fataakee are related 

are not nearly as elegant as would be a solution where the two words were 

derived from underlying /fatkee/ and /fatakcii/ (or better, /fataktii/) 

by generative synchronic rules which add shafts to the arrowheads of 

Klingenheben's Law. But evidence of the type given in favor of rule 

inversion, and also evidence from semantic change, as, for example where 

the etymologically related forms, hauree and haKoorii now mean 'tusk' 

and 'tooth' (cf. (12)), demonstrate that elegant solutions which recapi­

tulate historical facts are not always the solutions most in accord with 

evidence afforded by synchronic states. 
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o. The purpose of this paper is twofold: (a) to formulate a set of rules 

which determine the assignment of tones in the patterns of verb and noun 

plurals; and (b) to discuss the relationship between the tone of the 

final vowel and the degree of the vowel height, in other words, the 

relationship between the suprasegmental anQ segmental features in the 

final syllable of verb and noun plurals in Hausa. 

It will be shown in particular that the height of the tone on the final 

syllable corresponds with the phonetic quality of the vowel. At the same 

time the quality of this final vowel together with the corresponding tone 

determine the presence or absence of tonal contrast or tone spreading 

in the patterns of verb and noun plurals in Hausa. 

0.1. I have chosen [+H] and [-11] symbols to indicate the pitch neight; 

[+rd for a high tone, [-i-i] for a low tone. Throughout this paper the 

marks ' and ' are used to d.esignate high anQ low tones respectively. As 

syllables are juxtaposed in speech the tones of a word coulQ be the same, 

e.g. h~al (i 'character', or could be different, e.g. d~okl i 'horse'; 

in this case a tonal contrast is present in the pattern. The tonal 

contrast is shown by a connecting line: 1_ for a high-low tone sequence, 

and ~ for a lOW-high tone sequence. 

0.2. The rules proposed in this paper are based on high, mid, rounded 

distinctive features for vowels: 

e a c u 

high + + - + + 

mid - + - + -

rounded - - - + + 

1T11e work on this paper was completed in the Phonology Laboratory at the 
Department of Linguistics, University of California, Berkeley. I wish to 
express my gratitude to Professor William S-Y. Wang who maQe the facilities 
of tile .lauoratory availaule for this research, encouraged me in my work and 
conunented on the original version of it. I am also indebted to Mr. Robert 
~rones for his patience anQ kind help in the use of the Linc-8 computer, 
liarciware Pitch Extractor, by means of which this study became implemented. 
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0.2.1. I find it useful to divide all liausa vowels into [+high] and 

[-high]. I wish to stress that I am introducing this division solely 

for the needs of this paper. Hhile [+high] vowels can be subdivided 

into [+mid] le,ol and [-mid] Ii ,ul vowels, the feature [-high] can be 

attributed to the vowel lal only. 

0.2.2. 'llhe feature [mid] is opposed to other more "extreme" vowel 

heights like 'pure' high and [-high] vowels. In addition the 

feature [mid] in correlation with the feature [rounded] is responsible 

for the tone spreading in the pattern. 

0.2.3. The feature [rounded] was chosen to differentiate both the 

[+high, -mid] vowels and [+mid] vowels. The [+high, -mid] vowels 

are [+rounded] lui ana [-rounded] Iii. As final vowels at the 

suprasegmental level they function in the same way: both have [+H] tone. 

At the segmental level, however, [-rounded] Iii palatalizes certain pre­

ceding consonants, while [+rounded]/ul labializes them. 

Appearing as final [+mid] vowels, [+rounded] 101 and [-rounded] lei 
function differently at both levels. At the segmental level the 

[-rounded] lei palatalizes certain preceding consonants; the [+rounded] 

101 labializes them. At the suprasegmental level they differ again. 

The [-rounded] lei behaves as a "pure" [+high] vowel: it appears with 

the [+H] tone, and causes the tonal contrast in the pattern just as the 

other "extreme" ([-mid]) vowels do. The [+mid, +rounded] vowel 101 
causes the tone to spread within the pattern. From this point of 

view the [+mid, +rounded] vowel 101 differs from all other vowels. 

0.3. 'l'he sumbol [S] is used to represent any possible kind of 

syllable: with short vowel ev, with long vowel evv, or closed 

syllable eve. It should be noticed that every syllable in Hausa 

begins with a consonant. 

Since I am discussing in this paper the correlation of the tone 

and vowel height it seems to be appropriate to combine the supraseg­

mental and segmental features into a single matrix: suprasegmental 

features are written with capital letters, segmental features with 

lower-case ones. 
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1. The verb 

1.0. To exemplify the rules and above mentioned correlations the 

following paradigm of endings and tone patterns of monosyllabic, 

bisyllabic, trisyllabic, and quadrisyllabic verbs in all Grades 

(1-7) and Forms (A,B,C) has been composed: 2 

Grade 1 2 3 4 5 6 

endings -aa -aa/- j j -a -ee -ar -00 

1 syl. 

2 syl. l_ --.1- -, L 

401 

7 

-u 

-, 
Form A 

3 syl. U- n J'L u --- _f 
4 syl. -U- _J\ _ _ JL _u ---- ---- __ f 

endings -aa -ee/- i i -ee -ar+da -00 

1 syl. ~ 
2 syl. Lf JIe V -l 

Form B U e U e e 
3 syl. --1\e 

--- --le 
4 syl. -Ve 

--1\e -U- 8 - --- ---le 

endings -a -j -e -ar+da -00 

1 syl. 

2 syl. L J L 
Form C 

3 syl. l_ _ J V/L _ --- ---

4 syI. -,-- __ J -V/-L _ ---- ----

2The term Grade was introduced in Parsons [1960 :29] for "two or more 
morpnologically distinct forms which occur only in complementary distri­
bution to one another and represent but a sinp:le lexical item." Concerning 
Forms ile writes (Parsons [1960: 22-23] ): " all transitive verbs in Hausa are 
characterized by having three potentially distinct forms with following 
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1.0.1. The tones of object pronouns are designated in the paradigm 

by a crossed circle. As to the "person-aspect indicator" it plays no 

role in the assignment of tones in the pattern of the verb. Therefore 

tnough it is always required before the verb, it is not included in 

the paradigm. This absence of a "person-aspect indicator" should not 

be confused, however, with the verb in imperative. 3 

The case of the intensive form although not distinguished 

separately in the paradigm, is considered in the rule 3. 

1.0.2. .t!;ight rules for the tone assignment in the patterns of 

the verb are derived from the above shown paradigm: 

(1) High tone rule: 

S --> PJ / # # 

(~) Progressive tonal contrast rule: 

It)~/_~ __ ~ I SJ / ISI/~ _ # -object 
~lng~ L-aH ~ J 

(3) Tone repetition rule: 

(4) Tone-vowel height correlation rule: 

# 

uistribation: Form A, used whenever there is no object word, Form B, 
used whenever there is a pronominal object following, Form C, used 
whenever there is a nominal object following immediately after the 
verb." 

3The tone pattern of the verbs in imperative is low-high for 
bisyllabic verbs, wld low-low-high for trisyllabic verbs in all 
Grades and Forms with exceptions of Grade 1, Form C and Grade 2, 
Form B which have all tones low. The imperative will not be 
discussed further in this paper. 
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(5) Regressive tonal contrast rule: 

( a) S __ ~ U / +H # [c.] [SJ 
-H ._- -- +high 

(b) S --~ [+~ ] / __ [s:eveJ II {~~] 
( 0"') Tone spreading rule: 

s 

[:town~ 
+high 
+mid 

S --~ / +round # ----
step" +H 

+"down-
step" 

Tone lowerin~ of [-hiE5h] vowel before a noun object: 

th:g~ --> P J / Ii +noun obj ect 

(8) Object pronoun rule: 

object pronoun --~ # 

1.1. High tone rule. 

s --~ ~~ J IN # 

Rule (1) places a high tone on everyone-tone pattern verb. This 

rule applies to all monosyllabic verbs with a one-tone pattern. It also 

contains the statenlent restricting the occurrence of the low tone in 

the one-tone pattern verb: the low tone never occurs in a one-tone pat­

tern verb used with a "person-aspect indicator". 

1.2. Progressive tonal contrast rule. 

(2) ~~f~ --7 PJ / ~~l/j __ II -object 

Rule (2) states that with the final vowel [-high] (and without an 

object) the successive syllables of the bisyllabic and. trisyllabic verbs 
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should be tonally contrasted. Thus: 

Grade 1 bisyllabic verb has the pattern +H -H l 
Grade 1 trisyllabic verb has the pattern +H -H +H -V-
Grade 2 bisyllabic verb has the pattern -H +H J 
Grade 2 trisyllabic verb has the pattern -H +H -H JL 
Grade 3 bisyllabic verb has the pattern -H +H J 
Grade 3 trisyllabic verb has the pattern -H +H -H JL 

Two possibilities are exemplified here: (1 ) the pattern begins 

with a high tone while the following second tone is low (Grade 1 

pattern); (2) the pattern begins with a low tone while the second 

tone is high (Grade 2 and Grade 3 patterns). In trisyllabic verbs 

the third syllable is contrasted with the second one. In this way, 

the pattern of trisyllabic verb begins and ends with the same tone, 

high or low, according to its Grade. The tonal contrast has a 

progressive direction. TIle rule of tonal contrast has a progressive 

direction. The rule of tonal contrast is obligatory, and character­

izes the patterns of Basic Grades (Grades 1, 2, 3) in Form A (with­

out an object). 

1.3. Tone repetition rule. 

Rule (3) ~ssigns the same tone to the first and second syllables 

of a quadrisyllabic verb with the [-high] final vowel. The repe­

tition of the tone at the beginning of the pattern with the following 

contrast of successive syllables demonstrates either that the verb 

is more than trisyllabic or indicates an intensive form of a 

trisyllabic verb. In each case the verb has an extended pattern. 

Thus the pattern of more than trisyllabic verb has to be regarded 

as extended. An extended pattern begins and ends with the same tone, 

high or low, e.g. ranargazaa [-V] 'to shatter', Grade 1, 

durn.ur'luzaa [_JLJ 'to eat much of', Grade 2 ver-o. Considering 

the tonal structure, the quadrisyllabic verb and the intensive form 

of trisyllabic verb have the same four-tone pattern, and the same tone 
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as extended. An extended pattern begins and ends with the same tone, 
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, , " [-V] is spread on the first two syllables, e.g. ra0nrnazaa 

" ' , " [-I r] to shatter , Grade 1 quadrisyllabic verb, t ant a~l;ayCla u 

'to make inquiries', intensive form of Grade 1 trisyllabic verb 

t ' , , amba',laa 

The analysis of the syllabic structure of Grade 2 verbs (see 

Pilszczikowa [1969:11-13]) demonstrates that 24 out of the 25 

quadrisyllabic verbs are of derivative origin. Both, this analysis, 

and the current discussion lead to the conclusion that the extended 

pattern indicates a derivative origin of the verb. 

1.4. Tone-vowel height correlation rule. 

( 4) r s l r s] 
Lhig~ --) L+H / # 
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1. 4.1. Rule (4) states that the tone of the final syllable corresponds 

with the degree of the vowel height in this syllable. Examples: 

Grade 2 Form B 
, , , 

sh) 'he bought it' , yaa sayee 

Grade 2 Form C, 
, , , 

dook) i 'he bought a horse' yaa 5ay~ 

Grade 7 (intr.) 
, 

taaru 'they met together' sun 

It should be noticed here that W!1en the [+high, +mid, -rounded] 

vowel /e/ appears in the final syllable it behaves as an "extreme" 

vowel in that it receives [+H] tone and causes a tonal contrast as 

"extreme" [+high] vowels do. 

1.4.2. As a special subcase of rule (4), we find (4'): 

(4' ) 

r+~ie;h ] 
+mid --7 
+round 

[
8 J +H / H 

+"down- --
step" 

Example: 

6 ' , , \'.1" Grade , yaa daawoo da~a ~ya~ey 'he returned from Niamey' 

It is interesting to note that [+rJ] tone of final [+high, +mid, 

+roundec.i] vowel /0/ has a pitch of about 110-115 liz. while the [+H] 

4'l'lle intensive form (see Pilszczikowa [1969:19]) is formed by extending 
the tone pattern of the verb by one more tone. Thus a bisyllabic verb with 
two-tone pattern becomes trisyllabic and acquires a three-tone pattern, a 
trisyllabic verb with a three-tone pattern becomes quadrisyllabic and 

is spread on the first two syllables, e.g. 

'to shatter', Grade 1 quadrisyllabic verb, 

, , , , 
ra0i"l rnaz a?l 

, , , , 
t ant a~bay(la 

'to make inquiries', intensive form of Grade 1 trisyllabic verb 

t ' , , omba'laa 

The analysis of the syllabic structure of Grade 2 verbs (see 

Pilszczikowa [1969:11-13]) demonstrates that 24 out of the 25 

quadrisyllabic verbs are of derivative origin. Both, this analysis, 

and the current discussion lead to the conclusion that the extended 

pattern indicates a derivative origin of the verb. 

1.4. Tone-vowel height correlation rule. 

(4) I s liS] Lhig~ --) L+H / # 
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1.4.1. Rule (4) states that the tone of the final. syllable corresponds 

with the degree of the vowel height in this syllable. Examples: 

Grade 2 Form B 
, , , 

sh! 'he bought it' , ya<l sayee 

Grade 2 Form C, 
, , , 

daok! i 'he bought a horse' ya<l say~ 

Grade 7 (intr. ) 
, 

taaru 'they met together' sun 

It shoulJ. be noticed here that wl1en the [+high, +mid, -rounded] 

vowel lei appears in the final syllable it behaves as an "extreme" 

vowel in that it receives [+H] tone and causes a tonal contrast as 

"extreme" [+high] vowels do. 

1.4.2. As a special subcase of rule (4), we find (4'): 

(4' ) 

r+~ie;h ] 
+mid --7 
+round 

[ 
S J +H / H 

+"down- --
step" 

Example: 

Grade 6, "", " yaa da<lwoo da~a Nya~e'l 'he returned from Niamey' 

It is interesting to note that [+rl] tone of final [+high, +mid, 

+roundeci] vowel /0/ has a pitch of about 110-115 liz. while the [+H] 

4'l'llC intensive form (see Pilszczikowa [1969 :19]) is formed by extending 
the tone pattern of the verb by one more tone. Thus a bisyllabic verb with 
two-tone pattern becomes trisyllabic and acquires a three-tone pattern, a 
trisyllabic verb with a three-tone pattern becomes quadrisyllabic and 
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tone of other [+high] final vowels is about 125-135 Hz. S This 

indicates that the pitch range of the [HI] tone in verbs with the 

final vowel /e/ is somewhat lower than the [+H] tone in verbs with 

any other final [+high] vowel. In cases of [+high, +mid, +rounded] 

vowel /0/ the [+H] tone is influenced by [+mid, +rounded] quality of 

the vowel. 'Ehis phenomenon can be ree;ardecl as a kind of "dovmstep" 

or "new-high". T""hat happens here is an observable effect of vowel 

quality on the pitch: a correlation of high tone on [+hieh] vowel; 

[Hi, +"downstep"] tone on the [+high, +mid, +rounded] vowel. 

1.4.3. As to the pitch-vowel height correlation, the phenomenon 

itself is not unknown. In the Foochow dialect of Chinese, high tones 

morphophonemic ally raise vowels from low to mid and from mid to high 

(see iv/ang [1967]). Different explanations for this phenomenon 

existing in Foocnow and in other languages are suggested. B. Mohr, 

who discusses the correlation between pitch and vowel height in a 

general framework, points out the followine; two tendencies in his 

explanation (r,johr [1969: 23] ) : 

(a) "It 1ms been assumed--and still is, for example, in Ladefoged 
[1964], Hang [1969 a, b], Lehiste [1969]--that the high tonrue 
position of the high vowels raises the larynx since the tongue 
is attached to the superior part of hyoid bone, and some of 
tne laryngeal nuscles to the inferior part, and that this 

acquires a four-tone pattern, with the Grade remaininp; unchanged. 
( " "') (" Compare: HL --~ IILH kaaMaa --~ kakkaamaa ; LH --~ LHL neer1aa --~ 

nenneemau); HLH --~ HULl!; LHL --~ LLHL. 

SExamples: yaa zoo (110,105 Hz.)'he came'; mlin zoo (105, 
100 liz.) 'we came'; ---sJka zoo (140, 90, llO lIz.) 'they crune'; k (ka 
~ .----daav'oo (140, 90, 110, 80 Hz.) 'you (f.) came back'. In cases of 
nouns with the final vowel /0/ the pitch does not rise higher than 125 Hz., 
e. g. t ~U\,/OO (120, 120 Hz.) 'guinea-corn mush'; wandoo (92, 120 Hz.) 
'pants'; tsoofoo (125,122 Hz.) 'old'. The exception in the analyzed 
material was the noun ban~oo 'wall' with first syllable closed by nasal; 
it has 130, 123 Hz. i.1itil other [+high] final vowels the pitch on the 
nouns in isolation rises 130-145 Hz. Compare k(itfi 'fish' 146, 137 Hz. 
Thus the "downstepping" phenomenon takes place both in the patterns of 
tne verb ana of the noun in Eausa. The range 80-205 Hz. was employed 
by a speaker from Dop;onaoutsi, iHe;er. 
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elevated larynx position which stretches these laryngeal 
muscles is directly reponsible for the increased tension 
of the vocal folds and the increased rate of vibration. 

(b) "Another explanation suggested in House and Fairbanks 
[1953] is based on the hypothesis that tensions in the 
tongue musculature during the production of high vowels 
when the tongue is relatively far away from its neutral 
position, are conveyed to the laryngeal musculature 
which in turn controls vocal folds tension. The rela­
tive closeness to the neutral position of the tongue 
during the production of low vowels would allow for 
a fairly low degree of muscle tension, thus allowing 
for a smaller degree of vocal fold tension and lower 
pitch." 

In conclusion Hohr [1969:32] expresses an opinion that what has to be 

assumed is "an as yet unspecified correlation -oetween tonr:ue height 

anG rate of vocal fold vibration to account for the intrinsic pitch 

levels of vowels." 

407 

I would not like to prolong this outline on the diverse approaches 

to the pitch-vowel height correlation any longer. There is no doubt 

that suprasegmental and segmental features are interdependent in 

some languages. tlausa is the case where this pnenomenon evidently 

appears in a peculiar manifestation. To my knowledge in the litera­

ture of the subject this problem has not been posed. until now. I 

think that its stUd.Y can greatly contribute to the better understanding 

of the entire Iiuusa tone system. 

1.5. Regressive tonal contrast rule. 

( 5a) S --~ [ 3 1 I --- [+~ J -11 II 
+high 

Rule ()a) states that tones of non-final syllables are contrasted 

with the tone of the final [+high, +H] syllatle. This rule assigns 

a low tone to all but the final syllable of the verb. In this case 

the tonal contrast is regressive. (See examples of rule 4.) 

It SHould be noticed, however, tilat this rule does not apply 

to Graue 4 verts. 'l'he reason is that Grade 4 verbs do not exlli bi t 

their own tone pattern. Instead they utilize the pattern of Grade 1 

verbs. 
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+rugh-
II 

Rule (~a) states that tones of non-final are contrasted 

with the tone of the final [+high, +H] syllable. This rule assigns 

a low tone to all but the final syllable of the verb. In this case 
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their own tone pattern. Instead they utilize the pattern of Grade 1 

verbs. 
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()b) 
8 --7[ 8 ] / [8 :CVC] +H ----

The regressive tonal contrast rule in (5b) applies to verbs 

in Grade 5. It assigns [+H] tone to every syllable of the verb with 

final closed syllable. The tones of the verb are contrasted with the 

tone of the particle da commonly used with verbs in Grade 5, e.g. 

naa sanad da sh(i 'I informed him', naa sanad da Sani 'I informed 

Sani' . 

1.6. Tone spreading rule. 

(6) 8 

8 --~ 

+high 
+mid 

/ _____ +round 
+H 
+"down­
step" 

# 

Rule (6) applies to verbs in Grade 6. It states that the tone of 

word-final [+high, +mid, +rounded] vowel /0/ spreads allover other 

preceding syllables. In other words, the "downstepped" high tone of 

the final "non-extreme" vowel conditions the tones of all other 

syllables. The tone spreading has a regressive direction. Thus 

the rule contains a restriction concerning the occurence of tonal 

contrast in the pattern with "non-extreme" [+mid, +rounded] vowel. 

The term "extreme" in this paper specifies that the pitch level 

is either far above or below some idealized pitch median, the [-mid] 

is the case of such vowels. For the feature "extreme" I here utilized 

Wang's definition of the feature "high" (Wang [1967]). 

The rule of tonal contrast (5a) does not operate with final 

[+mid, +rounded] vowel /0/. It pertains only to cases with "extreme" 

vowels in the final syllable (see also pp. ). From this point 

of view, the [+high, +mid] but [+rounded] vowel /01 differs from that 

of [+high, +mid] but [-rounded] vowel lei. The latter functions as 

"extreme" vowel. 
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Rule (6) applies to verbs in Grade G. It states that the tone of 

word-final [+high, +mid, +rounded] vowel /0/ spreads allover other 

preceding syllables. In other words, the "downstepped" high tone of 

the final "non-extreme" vowel conditions the tones of all other 

syllables. The tone spreading has a regressive direction. Thus 

the rule contains a restriction concerning the occurence of tonal 

contrast in the pattern with "non-extreme" [+mid, +rounded] vowel. 

The term "extreme" in this paper specifies that the pitch level 

is either far above or below some idealized pitch median, the [-mid] 

is the case of such vowels. For the feature "extreme" I here utilized 

Wang's definition of the feature "high" (Wang [1967]). 

The rule of tonal contrast (5a) does not operate with final 

[+mid, +rounded] vowel /0/. It pertains only to cases with "extreme" 

vowels in the final syllable (see also pp. ). From this point 

of view, the [+high, +mid] but [+rounded] vowel /0/ differs from that 

of [+high, +mid] but [-rounded] vowel lei. The latter functions as 

"extreme" vowel. 
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1.7. Tone lowering of [-high] vowel before a noun object. 

# +noun object 

Rule (7) states that before a noun object the [-Ii] tone is 

attributed to the final [-high] vowel of the verb. Here again an 

evident correspondence between the tone and vowel height appears. 

It occurs before a noun object and in this case the low tone and 

the shortening of the vowel in the final syllable of the verb are 

simultaneous. Compare yan dankara taabEla (Form C) 'he pressed 
, ' ,r" , tobacco down, yaa danKaraa shl (Form B) 'he pressed it down'. 

It should be noticed that the same high-low-low pattern 

before a noun object is commonly attested for Grade 4 verbs, e.g. 
" , r", r, , 

dookl i yaa aauke Kafaa 'the horse is lame'. In this case the 

Grade 4 utilizes the pattern of Grade 1. But Grade 4 verbs can 

also have high-low-hieh pattern before a noun ob.iect thus showing the 

tendency to keep the same pattern in all Forms as other Secondary 

and Tertiary Grades. Examples: yao daukee hankal(nsu 'he hood-
, ( [6])' r" , , , " \ , winked them Abraham 19 2:202 ; an Kuraashce ruuwuo dara r2ndf'l8 

'tne dregs of the water were removed from the pot' (Pilszczikowa 

[ly69:16,78]). On higil-low-lligh pattern see L'lore in Parsons [1;/Tl/72: 

53-54]. 

1.8. Object pronoun rule. 

( 0) object pronoun --~ [-<ill] / thi~j # 

Rule (8) attributes the tone contrasting the degree of final 

vowel heigilt of the vert to the obj ect pronoun. '1.'he hir.;h tone is 

attributed to the object pronoun used with the verb in Grade 1, e.g. 

yaa kaamaa sh ( 'he sei zed him'; yaa dan ka raa sh ( 'he pressed it 

down'. In this case the final vowel of the verb is [-hip;h]. In 
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verbs in Grade 2 and Grade G, e.g. yaa harbee shl 'he shot him' ; 
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Grade 2 and Grade 6 are [+high]. The contrast between the degree 

of final vowel height of the verb and the tone of the object pronoun 

is progressive. 

1.8.2. In my opinion the object pronoun in Hausa has to be considered 

as a verb pronominal suffix in spite of the fact of its separate appear­

ance in writing. According to Abraham [1959] and Wangler [1963] the 

main stress in Form B in case of trisyllabic verbs is shifted on the 

syllable before the object pronoun strongly binding the verb and its 

object pronoun. 

It is obvious, and the paradigm on page 401 confirms it, that from 

the tonal analysis perspective there is no difference between the tone 

pattern of bisyllabic verbs with their object pronoun (Form B), and 

trisyllabic verbs of Basic Grades without an object (Form A). A 

bisyllabic verb with its object pronoun form a three-tone 'triangle' 

pattern. It is of interest to notice that the bisyllabic verbs in 

their intensive form have also a three-tone 'triangle' pattern. 

Hence the three-tone pattern with a 'triangle' shape appears in 

trisyllabic verbs (Form A), bisyllabic verb plus object pronoun (Form B), 

and bisyllabic verbs in their intensive form. Examples: 

Grade 2 bisyllabic verb + object pronoun, yau harbee sh1 
Grade 2 intensive form of bisyllabic verb, hahharbaa 

Grade 2 trisyllabic verb (Form A), sarautaa 

The preceding discussion demonstrated that bisyllabic verbs have 

to be considered as of special interest here, therefore I would like 

to devote some more attention to them now. 

2. Bisyllabic verb 

2.0. Only four out of the eight rules defining the tone patterns of 

the verb pertain to the bisyllabic variety. These rules are: tone­

vowel height correlation rule (4), regressive tonal contrast rule (5), 
regressive tone spreading rule (6), and object pronoun rule (8). 
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2.1. Tone-vowel height correlation rule. For bisyllabic verbs the 

rule is: 

# 
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We see that in case of bisyllabic verbs the rule is applicable not only 

to the verbs with the [+high] final vowel, but also with [-high] and 

[+high, +mid) final vowels: 

( 9a) ~h~g~ --~ PJ I # 

Ex. 
, 

kaa,,~() sh( yaa 

'he seized him' ( Grade 1 Form B) 

~h~g~ --~ [+~J / # 

Ex. yaa neemee ta 
'he sought her in marriage' (Grade 2 Form B) 

yaa nee,,( rr.aataa 

'he conuni t ted adultery' (Gra.de 2 Form C) 

Ii/at aa yaa kElaPlU 
'the moon is in eclipse' (Grade 7) 

# 

Ex. yaa daaw60 daon Hasar 
'he returned from Egypt' (Grade 6 Fonn A) 

In all examples the tone corresponds ,vi th the degree of the vowel 

height: [+high] vowels have [+h] tone; the [-high] vowel lal has 

[-H) tone; and [+hi~h, +mid, +rounded] vowel 101 has a not-so-high 

[+H, +"downstep"] tone. Thus the phonet.ic quality and pitch level 

of the final vowel are correlated. As was noted before, the vowel 

lei behaves as "extreme" vowels do. 

2.1.1. There are exceptions in application of this rule to bisyl­

labic verbs. The tone and. vowel height are not correlated in Grade 2 

(Forra A), Grade 3 and Grade 4. The tone pattern of Grade 2 and Grade 

3 is low-hir,h, while tne final vowel is [-hiGh] 181, e. g. noe"aa 'to 

2.1. Tone-vowel height correlation rule. For bisyllabic verbs the 

rule is: 

# 
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, , 
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look for' (Grade 2 Form A); ftta 'to go out' (Grade 3). The 

tone pattern of Grade 4 is high-low, while its final vowel is 

[+high] lei, e.g. kaamee 'to take forcibly'. However, these 

exceptions do not change in any way the validity of the outlined 

rule: the low-high pattern of Grade 2 (Form A) and Grade 3 reveals 

11 reverse order of the high-low pattern of Grade 1. 6 Compare 

(grade 1), 
\ , 

noemaa (Grade 2 Form A--in other Forms the 

tones and vowel height are correlated). As to the Grade 4, it 

does not exhibit its own pattern and more often utilizes the pattern 

of Grade 1. 

2.2. Regressive tonal contrast. 

(lOa) 
# 

The rule for bisyllabic verbs in (lOa) states that the tone of 

non-final syllable is contrasted with the tone of [-mid] vowel 

in the final syllable. Thus the tonal contrast pertains only to 

cases with "extreme" vowels in the final syllable. Examples: 

Graue 1 Form L, yaa kaamaa ' , snl 'he seized him' 

Grade 2 Form B, yaa neemeo ta 'he sought her in marriage' 

Grade 2 Form C, 
, \ , 

maataa 'he committed adultery' yaa neeml 

Grade 7, 
,\ , 

wataa yaa kaamu 'the moon is in eclipse' 

bIt seems pertinent to note here that while Grade 1 verbs 
are used with both indirect and direct objects, Grade 2 verbs 
have a more restricted usage appearing with the direct object 
only. (See Pilszczikowa [1969: 100-101] ). Perhaps the reverse 
order of tones in the low-high pattern of Grade 2 verbs in 
comparison with the high-low pattern of the primary, fundamental 
Grade I could be explained as a reflection of this more special­
ized and more restricted usage of Grade 2 verbs. This topic 
still requires more research. 
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Two heights for mid vowels probably should be distinguished 

in liausa: [+mid 1) for [+rounded) vowel /0/ and [+mid 2) for 

[-rounded] vowel lei. The level of the [+mid 2] final vowel 

lei is sufficiently high to produce a tonal contrast only in 

cases when the final vowel is of "extreme" quality; the final 

vowel should be [+high) or [-high] or at least [+mid 2]. 

(lOb) 

For example: 

'I informed Audu' 

2.3. Tone spreading rule. 

s 

~townJ 
+high 
+mid 

S --7 / +round # 

step" +H 
+"down 
step" 

For example: 

Grade 6, • yaa d' • d" aawoo aga r·lasar 

'he returned from Egypt' 

2.4. Object pronoun rule. 

(11) 

b~g1 object pronoun --7 [ - ali] / # 

In comparison with rule (8) the object pronoun rule for bisyllabic 

verbs (11) has an additional substantiation: the tone of the 

object pronoun is contrasted not only with the quality of the 

verb final vowel but, at the same time, with the tone. The tone 
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of the object pronoun is low when it follows the verb with [+high, 

+h] final vowel: yaa harbee sht 'it (the scorpion) stung him' 

(Grade 2); yaa kaawoo sht 'he brought him' (Grade 6). On the 

contrary, the tone of the object pronoun is high when it follows 

the verb with a final [-high, -H] vowel, e.g. yaa kaamaa sh( 

'he seized him' (Grade 1). The contrast is progressive. 

The order of composition of such a pattern can be presented 

as follows: 

(a) tone-vowel height correlation rule; 

(b) tonal contrast rule or 

(c) tone spreading rule; 

(d) the object pronoun rule (in case of transitive verbs). 

2.5. As it was shown above, only four of the eight rules defining 

the tone patterns of the verb apply to the bisyllabic variety. 

And none of them is entirely new. Two rules, the tone-vowel 

height correlation rule and the object pronoun rule, have to 

be marked out as having an additional substantiation in their 

application to the patterns of bisyllabic verbs. 

Discussing further the peculiarities of bisyllabic verbs 

I wish to note: (i) while the progressive tonal contrast appears 

only beyond, the regressive tonal contrast takes place only within 

the verb-stem boundary; (ii) the tone spreading is usually regres-

sive. 

All that was said before seems to indicate that bisyllabic 

verbs display an older stage in the development of the tone system of 

the verb in Rausa in comparison with trisyllabic verbs. Therefore their 
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analysis is of special interest and of greatest importance. Quadri­

syllabic verbs can be quite easily detected as being of derivative 

origin. 

2.6. Summarizing all concerning the verb, it has to be said: 

i. The tone assignment is dependent on the length of the 

tone pattern and the quality of the final vowel. One­

tone pattern verbs have a high tone. Two- and three­

tone pattern verbs (with [-high] final vowel) have all 

syllables tonally contrasted, while four-tone pattern 

verbs with final vowel [-high] have the first tone 

repeated on the first two syllables of the verb. 

ii. The assignment of the tone on the final vowel 

depends on the degree of vowel height. The supra­

segmental feature of pitch and the segmental feature 

of vowel height are correlated. This is especially 

clear at the bisyllabic verb level. 

iii. TIle tonal contrast plays an extremely important role 

in the assignment of tones in the pattern of the verb. 

Whether the tonal contrast is present in the tone 

pattern of the verb depends first of all on the 

quality of the verb final vowel. It appears only in 

patterns when the final vowel is of "extreme" quality 
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or at least [+mid 2]. Tone spreading occurs when the final 

vowel is of "non-extreme" [+mid 1, +rounded] quality. 

iv. The tone of the object pronoun is determined by the 

degree of vowel height (and by the tone in case of bi­

syllabic verbs) in the final syllable of the verb. It 

is contrasted with the vowel height and in the case of 

bisyllabic verbs also with the tone of the verb final 

vowel. The contrast is progressive in this case. 

3. ~Joun plurals 

3.0. The number of classes of noun plurals in diverse studies on the 

subject ~epends on the criteria applied. Thus some authors distinguish 
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ten or even more of such classes. The classification Kraft [1965] gives 

seems to be well suited for the purpose of this study. To recall, he 

distinguishes four major classes and several minor categories or 

classes. 

Major classes (Kraft [1965:272-273]): 

Class 1: plurals are characterized by all high tones and 

an -00 ••• i i ending, e.g. hanyaa 'road', pl. 

h ' " . anyool I. 

Class 2: plurals are characterized by a -u ... aa with all 

Class 3: 

tones high except the final -aa, e.g. ( a) keokee 

'bicycle' , pI. kcekunaa; (b) abu 'thing' , pI. 

abubuwaa; (c) karee 'dog' , pI. karnukaa. 

plurals are characterized by an -aa ••• ee 

ending with a high-low-high tone pattern, e.g. 

(a) suunaa 'name', pI. suunaayee; (b) mlJtum 

'man', pl. Mutaanee. 

Class 4: plurals are characterized by all low tones except 

for a final high tone -ai, -i i, -uu suffix, e.g. 

(a) abaok (i 'friend', pI. abooka i; (b) saabao 

1 k'·' , p. uJeeruu. 

Minor classes (Kraft [1965:285-287]): 

k ' .' , uJeeraa 'chair' , 

Class 5: plurals are characterized by a high-low-high (or 

falling-high) tone pattern with the following vowel 

and consonant patterns in the final two syllables: 

(a) aaCaa pattern, (b) aaCuu pattern, (c) Caa 

pattern. E.g. (a') sfrdti 'saddle',pI. 

sfr~ad~a; (b') (doo 'eye', pI. fdaan~u; 

(c) yaaroo 'boy', pl. " , yaaraa. 

Class 6: plurals are characterized by a variety of tone pat­

terns with an - cfj i i termination, where the - a 

may be lonB or short, high or low tone. E.g. 

(a) goonaa 'farm', pI. goonak(l; (b) ubaa 

'father', pI. ubann(i; (c) dooki i 'horse', 
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pl. d~w~akfl; (d) k~ay~a 'load', pl. k~y~yy~krl. 

Class 7: plurals are characterized by a high-high tone 

pattern with a terminal -uu. E.g. y~ats~a 

'finger', pl. y~atsuu. 

Class 8: plurals of this class may be termed 'opposite' or 

'polar' plurals. If the singular ends in -a or 

the plural ends in -I. If the singular ends in 

-lor -e the plural ends in -a. E.g. kaazaa 

'chicken', pI. kaaj(l; mfjtl 'husband', pI. 

rn~z~a. 

Class 9: in class 9 are lumped a miscellani of other 

plurals ending in -a, e. g. cook~ I f I 'spoon' , 

pI. cooku I ~a ; 
, , r,. 

marOOKI I 'beggar', pI. 
, , (" I 

ma rOOKaa. 

Class 10: Class 10 plurals are reduplicative, e.g. frii 

'kind', pI. (rt I (rt I; yaakt i 'war', pI. 

yaakc yaaKee. 

From the analysis of these plural classes one can derive the 

following concerning the tone patterns of noun plurals. 

3.1. Some nouns have the same tone patterns in the singular and in 

the plural and differ only by a terminal vowel, e.~. kaazaa 

'chicken', pl. kaajfl. These will not be analyzed further here. 

. () (', k" 3.2. Some nouns have all tones high ln the plural, e.g. a daa I I 

'house', pl. daakookfi; kUjeeraa 'chair', pl. kUjeeroorfi; (b) 

yatsaa 'finger', pl. yaatsuu; mace 'woman', pl. m~ataa. 
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3.2.1. An interestinG occurrence has to be noted at this point. The 

[+1I] tone on the final syllable which appears in plural patterns occurs 

also in verbs with the same [+high] final vowel (see p. 405). 
As to the infix /0/, verbs with this [+hign, +miu, +rounded] vowel in 

the final syllable usually have the [+H, +"downstep"] tone on this 

syllable (see Rule G). The pattern of a verb terminated by the vowel 

/0/ aoes not have a tonal contrast; the tone of the final syllable is 

spread over other syllables of the verb. 
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The plural pattern with -CooC i i termination has all tones high, 

its final syllable with [+high] vowel carries [+H] tone. The tonal 

contrast is absent. Two rules are proposed here for such a pattern: 

(a) tone-vowel height correlation rule: the final [+higll] vO\vel receives 

[+H] tone, and (b) regressive tone spreading rule: the tone of -CooCi i 

termination spreads over other syllables. The tonal contrast phenom­

enon becomes neutralized. by the presence of the [+high, +mid, +rounded] 

vowel in the termination. For noun plurals 'li th this termination the 

tone spreading rule appears as somewhat different than for the verb: 

(12) 
'""' S u 

--~[+~ ] I +high +hir,h 
S +mid -mid # ---- +round -round 

+11 +H 

3.2.2. I cannot offer any explanation why the tonal contrast is 

absent, for example, in the plural noun yaatsuu (tones: high-high) 

and for a [+H] tone on [-high] vowel of the plural noun maataa. 

These are certainly exceptions. 

3.2.3. Tnere are only a few nouns with all tones low in the singular 

(but none among them is monosyllabic). Many nouns have all tones high. 

In the plural, however, I have not found a pattern of only low tones. 

It could be assumed that low tones patterns are restricted only to the 

imperative (verb) and to the singular (noun). 

3.3. Some nouns exhibit in plural the pattern of two tonal contrasts. 

It is of importance to note that such a pattern usually begins with 

a high tone, never with a low tone. 

3.3.1. In the singular the noun can have such patterns as U, A, 
~ , 'lJlL, etc. and we can find nearly all possible combinations 

of high and low tones with the number of tonal contrasts limited only 

by the number of syllables. In the plural the tone pattern can have 

at the most two tonal contrasts. High-low-high pattern sometimes with 

the first or final tone repeated in two syllables: -Vor V-were 

found only. Thus it confirms again the statement that the usage of the 

low tone is restrictea. A bicontrasted pattern can begin only with a 
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high tone. In other words, it should have a high tone both at the 

beginning 

kasaashee 

and 

(s 

at the 

--~ shl 

end of 

-- e) ; 

the pattern. E.g. k' , asaa 'earth', pl. 
, , 

'corpse' , pI. aaa\'/awwa k ( i qaav/aa 

The final vowels are vowels lei and Iii of [+high] quality. 

3.3.2. Some bisyllabic plurals have a falling-high tone pattern with 

[-high] final vowel. E. g. , , "" \ yaaroo 'boy', pl. yaaraa; damli 

'bundle of corn', pI. d~r,maa. 'l'hough I cannot state this with full 

confidence, it seems that such plurals were originally constituted of 

three syllables. More research has to be undertaken to explain 

satisfactorily enough the exceptional case of these nouns. 

3.4. Frequently the plural patterns exhibit a one tonal contrast. 
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In such cases, the tonal contrast takes place at the end of the pattern: 

either between the tone of the suffix and that of the non-stem or within 

the bisyllabic suffix itself. The contrast is regressive. The patterns 
(- )-, r 

with one tonal contrast are: Lor (_)_~ . 

3.4.1. And again, as in the case of the verb, the degree of the final 

vowel height determines its tone. The rule is: 

# 

l'loun plurals ,.,i th a [-high] final vowel of -naa, -uvlaa, -u kaa, 

-aa suffixes usually have tonal patterns with [higha-low] tonal 

contrast. Examples: cookUlaa 'spoons', daakunaa 'houses'. 

Joun plurals with a [+high] final vowel or rising diphthong of 

-ki i, -ai, -ni i, -uu suffixes have patterns with [IOWa-high] tonal 
, , k' . contrast. Examples: goona I I 'farms', alhasuu 'onions'. 

3.4.2. As it was shown in 3.4.1 the "extreme" vowels of the final 

syllable cause the tonal contrast to appear in the monocontrasted 

pattern as it happened in the case of the verb (see page 412). 

'The rule is: 

(14) 
[ 

S l 
--~ ~. I I 

-Cli 
J [ 

c ] Q # 
---- eH 
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3.4.3. Two important observations have to be pointed out here: (a) the 

[+high, +mid, +rounded] vowel /0/ does not appear as final in the plural 

patterns at all. It can be found only as a part of -CooCii plural 

suffix (see paragraph 3.2.1); (b) the [+high, +mid, +rounded] vowel /e/ 

does not appear in monocontrasted patterns. It is present in bicon­

trasted patterns only (see 3.3.1). 

3.5. The same rules determine the assignment of tones in the noun 

plural patterns as well as in the verb patterns in Hausa: tone-vowel 

height correlation rule, regressive tonal contrast rule of mono­

contrasted patterns, and tone spreading rule in patterns with the 

[+high, +mid, +rounded] vowel /0/ in plural termination. 

4. Conclusions 

4.0. The assiCnment of tones within the patterns of the verb and 

noun plurals in Hausa is largely predictable. 

4.1. vIe cannot be sure whether tones in Eausa oririnated from the 

vowel height of the termination. He can, however, definitely posit 

that the tone and the degree of vowel height in the termination of 

the verb and noun plurals are correlated. To put it otherwise, the 

suprasegmental feature is correlated with the segmental one. 

4.2. The tonal contrast plays a very special role in the patterns in 

that it organizes them. The presence or absence of tonal contrast in 

the pattern is determined by the quality of the final vowel; the tonal 

contrast takes place in the pattern only with the final vowel of 

"extreme" quality. The final (in verb) or infixed (in noun plurals) 

vowel of [+high, +mid, +rounded] quality is responsible for the tone 

spreading in the pattern. wnile the tonal contrast may be progressive 

or regressive, tone spreading in Hausa is always regressive. 
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A nOTE OiJ Dmlr~ST1p Iii YP.J,A (n~o!r) 

Robert G. Armstronf 
Institute of African Studies 

University of lbadan 

I am very pleased to find that three of your authors have noticed 

my article, "Yala (Ikom), a terraced-level lancruA.e:e "ith three tones.!l 

423 

I ,,[ould be even more pleased if they had ~uoted it correctly. 1 -::'he 

importance of the Yaln. (lkom) ca.se is shmm by the fA.ct that none of 

your authors has fully r;rasped the essential point: both low tone and 

r.lid tone produce that Imlerin.a; of pi tcll on subseouent tones hir;her than 

ther.lselves Vlhich Vie may call "downdrift". ':men a low or a mid-tone syl­

lable has been elided, either as an optional forJ1'l of current speech 

or obliratorily A.nd as a.n event in the past history of the lanp;uap;e, 

the result is the phenomenon of down-ste:!', between two hir:hs, between 

two mids, or between high and low. The effect of the last is to cancel 

the othen;i se expectable down-glide. In the example which both Leben , 
and Fro~in cite, , k' [' k"] ;) a J aa versus k~· k~ [k~ kd], the downstcp 

is surely produced Dy the historical elision of the ~id-tonr /-~/ of 

tj,e suujuncti ve whi ch is ~H~A.rd in at leRst three other dialect::; of' 

TrioTr.o-Yala. I 11.111 also at pains to Rrguc the case s:mchronica.ll:l from 

1 Hobert G. Arr.lstronp:, "Yala (IkoL'i), a terraced-level lanf'"uaf'"c vi th 
three tones". ,Tournal of Hest African Lanfuae;es 5.1: 49-58. 

'/ictoria Fromki n, "'i'one features and tone rules I. • ;~tudies in 
/,fricnn ~inGuistics 3.1: (;4. ;;he auotes Lebpn, sayirw that -k6ka does 
not flnvc the exnected I\lide, heard in 6 kil, because of the deletion of 
an interveninr low tone. ~;he writes, "'J.'he eli fference between 8. contour 
tone and a senuence of level tones ~ust somehow be represented in the 

, " \ systematic phonetic output of the r:rmnmar." i\r-reed; but I wrote KO· ka. 
Fromkin omits the down-sten marker. 

Jerry Larson, "Downstep, downllrift, Ctnd diCtcritics". Studies in 
~fricA.n Linc;uistics, SuppleJ'llent 2: 177. I s:rmboli ze the l'honetic 
and phonolo~ical arbitrariness of which Larson sneCtks by settinp up 
only one rntepory of downstep, which may be Lrig~ered by either a 
latent f.iu or a lCttent low tone. The ~ornholorical or syntactic 
reason ~nr the downstep is usually transparent. 

v:iJ I iam R. Leben, "Suprasev,mental and sepmental renresentation of 
tone". ~'tudies in !errican Lin[)uis~, ;)uIlplement 2: 184-186. 
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evidence to be found in the present Yala (Ikom) speech. (Paragraphs 

5.2,6.1 ff., and the end of 6.3). There is no evidence for an elided , 
low tone in the ko'+ verb utterances. 

I call your attention to paragraphs 3.0, 5.0.1, 7.0, and 7.2, where 

I show that the correlate of the effect of the mid-tone in producing 

down-drift and downstep is a lengthened normal pitch-interval between 

high and mid, by comparison with many cognate forms in th~ other dialects 

of Idoma-Yala. I point out that tonetically Yala (Ikom) 0 m~wa sounds 

like Yoruba 0 ja'de, where the lengthened interval is indeed produced 

by an elided low tone that may still be heard in some varieties of 

Yoruba. Thus 0 ja'de = 0 jaade, from 0 ja ode. But there is no 

evidence that such a thing happened in Yala (Ikom). The hypothesis 

that elided low tones underlie all those lenethened high-to-mid 

intervals would be quite lopsided, since it would imply that the low 

tones in question are spurlos versunken in the other dialects. It seems 

to me more economical simply to report the fact of the lengthened inter­

val plus its effect in producing downdrift and downstep and to confess 

that on present evidence we do not know how this happened to happen. 

It should be noted that from the very beginning, at the Ibadan 

Seminar in January, 1967, Dr. Elizabeth Dunstan queried the extension 

of the notion of "downstep" from environments of two eaual tones (e.g. 

high plus high) to two unequal tones (e.g. high plus low). The second 

sentence of paragraph 6.0 and the decision to write "downstep" between 

quotation marks when it comes between high and low (paragraph 6.3) 

reflect this discussion. Not everybody is convinced yet, and I would 

claim nothing more than the convenience of expediency in what I have done. 

When we meet new phenomena, we normally try to comprehend then with 

the older concepts that we already have, perhaps modifying or extending 

these in some way. The result mayor may not be expedient. 

about "downstep" between high and low are expressed in 6.3. 

By doubts 

In 6.0, 

I suggest that we might consider the phenomenon from the point of view 

of its orie;in, callinp; it "latent non-high tone", or more briefly "latent 

tone". (So far as one can tell, high tone is never elided.) He could 
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that on present evidence we do not know how this happened to happen. 

It should be noted that from the very beginning, at the Ibadan 

Seminar in January, 1967, Dr. Elizabeth Dunstan queried the extension 

of the notion of "downstep" from environments of two eaual tones (e.g. 

high plus high) to two unequal tones (e.g. high plus low). The second 

sentence of paragraph 6.0 and the decision to write "downstep" between 

quotation marks when it comes between high and low (paragraph 6.3) 

reflect this discussion. Not everybody is convinced yet, and I would 

claim nothing more than the convenience of expediency in what I have done. 

When we meet new phenomena, we normally try to comprehend then with 

the older concepts that we already have, perhaps modifying or extending 

these in some way. The result mayor may not be expedient. By doubts 

about "downstep" between high and low are expressed in 6.3. In 6.0, 

I suggest that we might consider the phenomenon from the point of view 

of its orie;in, callinp; it "latent non-high tone", or more briefly "latent 

tone". (So far as one can tell, high tone is never elided.) He could 
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then say that between two hiRh and between two mid tones, latent tone 

produces a downstep; between hir:h and low it hlocks the nOrJ'TJally 

expectable glide. We can sho'" both situations with the same mark, e.r;. 

an apostrophe, and call it a "latent tone". ()ther possihle nrunes seem 

to me less food. "Assimj lated tonet! seems counter-intui ti ve. 'Elided 

or lost non-hip;h tone syllable!! implies more than we know on present 

evidence. (Cf. 6.3.1) 

'l'he reason for unitinr; the "blockinc: of the r:lide ll .,ith "downstep'; 

is, firstly, that we have already had to extend the concept of downstep 

to include the lowerinr of successive rrid tones, and secondly, that the 

same thinFs that produce downstep bet",een two hvihs or two mids also 

block the r;lide between high and low. E.p;. k6' s6sf! 'Let him cut 

the tree! ' and k;S , kwcnya! 'Let him run! ' (6.3 and 6.3.1) . For latent 

low before low, note ~d'w~ 'God' . (Parenthetically, it now seems 

likely that the first morpheme of 3s;S'w~ is not ~s£ 'king' , but 

rather 
\ , 
os I, plural 'tree, medicine' with vowel harmony. note 

the sayinG in Central 1doma, ";)w;)ico ecf" 'God is 'medicine".) 

While I have your attention, I should like to correct an unfortunate 

typographical mistake in line 22, page 55, of my article: for "propriate" 

write "propitiate". In the spirit of ilabokov commenting on the text of 

Eugene Onegin, I should like to report that an etymologically literal 

translation of my prize sentence is, 'From time to time the penis and the 

val7,ina make the dead spirits.' ('tlake' in the sense of 'invoke. 

propitiate'.) 
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ON COST ACCOillITING IN LEXICAL STRUCTURE<.:: 

A REPLY TO FRANI': lIENY 

Talr.w Gi v6n 
Department of Linguistics 

University of California, Los AnGeles 

In tne last issue of SAL a very stimulating article by Frank 

Heny [1972] appeared, in 1-Thich a ne"T suc;p:estion for treating 

lexical categorization in Bantu was offered. Briefly stated, Beny 

sue;gested that the class 1I0un and Adjective in Bantu lanr:uar;es 

such as Shona should be considered one lexical class. The sole 

criterion in support of this sngr;estion involved some facts 

concerninr; the concord-ar;reement prefixes of these lexical cate­

gories. The phenomenon is traditionally known to Bantuists as 

the "Primary vs. Secondary concord" variation. It applies only to 

noun "classes" "Those CV-shaped prefixes COmr:lence with a !l31sal 

consonant (here excluding class 10 which demands extra considera­

tions). All modifier/predicate categories in Bantu must aGree 

with the "class" (number-p;ender) of the head/subject noun. That 

is, they take the smile class prefix as that noun. If the head noun 

has a nasal-comr:lencing prefix, all modifiers/predicates--with the 

exception of adjectives--take the "secondary", V-shaped prefix. 

However , adjectives take the smIle CV-"primary" prefix as the noun 

itself. Thus, for example (fron Swahili) : 

",(u)-ti u-Ie 

mi -t ii-I c 

m(u)-ti u-Me-vunjika 

m i -t i i -l"1e-vunJ i ki'l 

but, in contrast: 

'that tree' 

'those trees' 

'the tree broke' 

'the trees broke' 

427 

l"1(u)-ti m(u)-kubwa 

mi -t i l"1i -kub\'Ja 

'the tree is bi~', 'the biG tree' 

'the trees are big', 'the big trees' 

On the basis of this similarity between nouns and adjectives, Beny 

suggested that they be merged into one lexical category (which will 

then presumably be subdivided to account for the remaining differences 

between the two sub-categories). 
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It seems to me that there exist several strong arguments why a 

lexical solution of this type should be rejected. 

1. Cost accounting in the lexicon 

An adjective has no inherent gender features (in Bantu as well 

as any other language). Rather, it is an agreeing category, taking 

the gender-number features of the head or subject noun. Further, 

disregarding the use of modifiers as anaphoric pronouns (which is 

extensive in Bantu and involves all modifiers), the syntactic 

distribution of adjectives differs from that of nouns. The former 

may not appear as heads of NP's (unless under anaphora), while the 

latter do. The only syntactic position shared by the two is that of 

Predicate (following "be"), and this is a rather universal feature 

in language. Finally, in terms of semantic sub-categorization the 

two categories differ radically. Nouns go by some hierarchy such 

as concrete/abstract, animate/inanimate, human/non-human, etc. 

vfuatever is the hierarchy for the semantic classification of 

adjectives, it is different, in part involving selectional restric­

tions which are defined upon those inherent (hierarchical) semantic 

features of nouns. Thus, in terms of cost-accounting (i.e. the 

number of exception features mentioned for a lexical category), 

Heny's solution would entail the following: set up a unified 

lexical cateGory for both nouns and adjectives, say Noujective. Then 

subdivide it immediately into two sub-classes, one of which (i.e. 

NOUj .
Adj

.) differs from "normal" noun members of the category 

(i.e. NOuj.N) in the following exception features: (a) members of 

this class have no inherent gender, and "agree" with the gender of 

nouns just like other modifier/predicate categories; (b) members of 

this class differ from "normal" nouns in their syntactic distribution; 

(c) members of this class have a semantic sub-categorization which is 

radically different from that of "normal" nouns, does not branch out 

from the same hierarchy and is rather reMiniscent of that of other 

stative predicates. All these exceptional features will then 

characterize the new lexical sub-catep;ory NOU j Adj in order to account 
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for a single, morphological feature which unites the two classes: the 

fact that both take the sane CV- concordial prefix. 

2. Variability in Bantu, synchronic and diachronic 

While most Bantu languages conforr.l to the double-concord system 

described above, in several this systen has undergone a diachronic 

change, to the effect that adjectives, both nodifying and predicating, 

have adopted the secondarL (V-) concord type, and have ~een thus 

brought into line with all other modifiers/predicates. Thus in 

ChiBemba, for example (for further detail see Givan [1972]), this 

is indeed the case: 

UMu-ti uu-kalanha 

imi-ti i i-kalamba 

'the tree is big', 'the big tree' 

'the trees are bi~', 'the biB trees' 

There is stronG evidence that ChiBemba adjectives used to have the 

primary (CV-) concord but have chanr:ed it sone time in the recent 

past. IJow, here is the rub: the semantic class of adjectives in 

ChiBeuba, SIJahili, and Shona i~ virtually the srune class. Its 

syntactic distribution is the sane. Rut according to Heny's 

proposal there is a Great difference at a rather deep level between 

Shona and Swahili on one hand and ChiBemba on the other: in the first 

two there is a class Noujecti ve, .Thile in Chi13emba no grounds for 

establishinr, this class exist. Further, takinG Heny's suv,gestion, 

ChiBemba must have undergone a deep lexical reorp,anization fairly 

recently, moving from a one-class lexical categorization (as Shona 

and Swahili) to a two-class categori zation, all this .Ti thout chancinG 

syntactic distribution, senantic classification or the facts of the 

gender-features of nouns. Finally, in the ChiBemba concordial system 

there is one residue of the prima~J concord for adjectives--in Class 

1 (human gender singular). For adjectives modifying this noun-class 

only, the concord is CV - rather than the n01,,-nornal V -: 

unu-ana muu-kalanba 

*unu-ana uu-kalanba 

'the child is biG' 
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This last fact drives home the rather superficial nature of the 

phenomenon upon which Heny has based, entirely, his suggestion 

for the class i'Ioujective. 

3. f'.1orphology in linguistic <liachrony 

In a number of papers (most explicitly in Givan [1911]) I have 

argued that tile morphology of languages represents a petrified 

situation which reflects earlier stages in the syntax/semantics. 

That is, the morphology, because of its bound nature, is conservative, 

lagging behind the constant syntactic/semantic change in language. 

Now, there are gooa grounds for believing that the primary (CV-) 

concord of Bantu adjectives represents precisely this type of petrifica­

tion (for more details of the data supportinb this argument, see Giv6n 

[1912] ). 'l'he class of non-derived adjectives in ilantu is extremely 

small. When you weed out stems obviously derived from synchronic 

nouns or verbs, the list reduces to less than ten. Host evidence 

suggests that even this small group was a relatively recent innovation in 

Proto-Bantu, and the most intellir,ent r,uess is that it originated from the 

gradual shift to using some noun stems (such as those for 'child', 'female', 

'male') as modifiers. Some of these stems still exist as both nouns and 

adjectives (i.e. Bemba -kota 'female' (n.) and -kote 'female' (adj.)). 

Others may be only reconstructed (e.g. -Dya 'new', 'young' (adj.), cf. 

-b i 'child' in Proto-Niger-Congo). Hany Bantu languages still attest 

some NOUN-iWUi~ compounds in which the second member is a predicative 

modifier (on the paradigm of 'female-lion'). Uow, if it is indeed true, 

as I have suggested here, that the class Adjective in Bantu arose from 

noun stems, then a most natural diachronic explanation exists for the 

primary concord of Bantu adjectives, namely that the erstwhile noun stems 

brought their noun-type prefixes with them when they changed their syntactic/ 

semantic behavior. In other words, they behaved in full accord with what is 

known about linguistic change in general, so that a new syntactic/semantic 

class was established in the lexicon, while the bound morphology continued 

to reflect the pre-change situation. 

neny's solution simply raises the question: should our synchronic 

syntactic/semantic description seek to account for the (more conservative) 
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morphology, or should we admit the facts of life, that the morphology 

will always lag behind? To me the answer to this is rather serious. 

431 

To sum up, then, in terms of Cost-Accounting, in terms of language­

variability within the Bantu group (and along a temporal axis within 

the same language), and in terms of what is known to us about the 

relations between morphology and syntax, Beny's solution must be 

rejected. 
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COST ACCOUHTING VS. EXPLAHATION: 

A REPLY TO A REPLY 

frank Heny 
Linguistics Department 

Uni versi ty of t1assachusetts, Amherst 

Talmy Giv6n's reply to my paper (Beny [1972]) raises several 

important questions. His objections amount to the claim that my 

explanation of the relationship between Shona nouns and adjectives 

was far too costly--and was in any case Quite unnecessary. ~here 

seems to be a fundamental difference between Civ6n and myself over 

what it is that constitutes a sound linguistic ar~ument, and in my 

reply I shall simply try to shcyr why I do not believe that Gi von's 

observations diminish in any way the force of my orir;inal arguments. 

In this way, the basic disagreement may be resolved. 

I take it as axiomatic that the r,oal of a theor:v of lanr:uage is 

to provide explanations of linguistic phenomena. An explanation 

may be effected in a number of ways, but it involves, essentially, 

the setting up of a hypothesis from which the observed and other­

wise aoerrant phenomena can be deduced or nredicted. An explanation 

may be simple or complex depending upon the circumstances. In 

,judging between rival explanations relative complexity may be an 

issue, but it is totally pointless to object, in a vacuum, that an 

explanation is complex. Likewise, it would be ~uite wrong to com­

pare an explanatory but complex account of a set of phenomena with a 

simple description of those phenomena. 

In the present case, I know of no systematic theory other than the 

one set out in Beny [1972] from which it is possible to deduce (fairly 

precisely) that "nouns" and "adjectives" in Shona will exhibit the 

relationships discussed in that paper. Although admittedly somewhat 

programmatic, it is the only existing explanation of those facts, and 

hence there is no point in remarking that simpler ways exist of 

describine; the facts. Of course there arc. I explicitly formulated 

and re,jected one such mpre description in my paper: phonolo~ical 
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rules can be used to delete that nasals (and so on--Givbn is wrong in 

thinking that it is only the nasals that are relevant--see Heny [1912]), 

and these rules must work everywhere except before nouns and adjectives. 

In any such solution the fact that nouns and adjectives are alike in 

a number of ways, including concord, has to be regarded (from the point 

of view of a synchronic grammar) as purely a matter of chance. 

It is obviously inappropriate to compare an explanation (such as 

mine) with any mere description, except under very unusual circum­

stances: when a synchronic explanation of the facts is in principle 

to be rejected. We can, however, reject an explanation out of hand 

only if it is possible to demonstrate: 

(a) that no plausible explanation can be provided, or 

(b) that there is independent evidence showing that the 

regularity in question must necessarily be regarded as a 

chance regularity, or 

(c) that there are other (e.g. diachronic) explanations 

of the phenomena which operate in such a way as to render 

a synchronic explanation inappropriate. 

I believe that Giv~n's three objections are really addressed directly 

to these three points (although he does not say so) and that his first 

objection, under this interpretation is not that my explanation is more 

complex than certain mere descriptions, but amounts rather to the claim 

that my account is simply too complex (or costly) to be plausible at all. 

But when that objection is examined in a little more detail it amounts 

to very little. The main problem was that I found it necessary to 

articulate a very unusual little sub-class of nouns which exhibits a 

number of peculiar semantic and syntactic characteristics. (As a 

matter of fact I called attention to these facts myself, in consider­

able detail.) However, any serious account of Shona grammar will have 

to make provision for a peculiar little class of adjectives--whether 

they are nouns, or just noun-like. I do not, therefore, believe that 

Giv~n has shown any reason for rejecting my explanation on the grounds 

that it is in principle w1tenable. 
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his second objection addressed itself to the possibility that the 

observed relationship between nouns and adjectives was to be regarded 
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as purely a matter of chance. In particular, Giv6n observed that other 

closely related laneuages failed to display the same rer,ularities, and 

in Bemba, for example, there was a slight trace of the phenomena, which 

was clearly to be regarded as superficial and purely accidental in the 

synchronic grammar. IIence, there was no reason to suppose that the 

DIOna facts deserved more serious explanation. At this point, the 

implausibility of my theory was again suggested: an account which set 

up a systematic and deep difference between Shona and Bemba in this one 

rather nlinor area, was to be rej ected even if it were the only available 

one. For closely related languages simply do not differ in such a 

way. 

This objection, too, carries little weight. It rnay--and then again 

may not--be the case that related lanruages can differ at a rather 

deep level. My argument was specifically limited to Shona. 1,'Inether or 

not it applies in some form to Bemba I do not knoVl, but that is 

irrelevant. In the languages of the Vlorld, the behavior, membership 

and very existence of the class of adjectives seems particularly 

susceptible to variation. Any theory of language will eventually 

have to cope with that fact. And we do not at present possess enough 

data to decide whether it is only at a very superficial level that the 

variation occurs. In particular, it should be noted that if my 

explanation of the Shona facts is correct, then it follows that 

languages (qUite closely related languages) do indeed differ in this 

area at a rather deep level. It is obviously quite wrong to assume 

that they cannot differ in that way in order to demolish my argument! 

But in any case, there is strong prima facie evidence that some kind of 

explanation of the facts is called for. 

Giv6n himself provides some: it seems unlikely that a purely 

superficial, chance regularity in Shona would at the same time have 

been maintained in Swahili (see Giv6n [1972])--and in most of the other 

southern Bantu languar;es, and in dozens of others in other Bantu 

areas (see Guthrie [1967]). 
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It must therefore be in his last argument, if at all, that Given succeeds 

in establishing the fact that a synchronic explanation is not required. 

He argues that the observed relationships derive solely from the 

historical origin of the adjective class in Bantu. Since, he claims, 

morphology "lags behind syntax" there is a "diachronic explanation" 

of the phenomena and the synchronic grammar of Shona need (should?) 

not attempt to account for what, again, appears to be no more than an 

accident when viewed synchronically. In essence the explanation is that 

the adjective class arose in the first place as a result of certain 

noun stems being used as modifiers and, presumable, bequeathed a 

noun-like character to the class as a whole. However, this "explanation" 

is not part of a systematic theory or hypothesis from which the Shona 

facts will automatically follow. Givan's ideas about the relationship 

between syntax and morphology are extremely interesting, and may well 

throw light on the original word order of Bantu languages (Given [1971]), 

but he has not related them to this set of phenomena. Nor is it easy to 

imagine how that could be done. For one thing, as Given himself [1972] 

observed, there are adjective stems which are related to verb stems, 

while a few others seem to have arisen quite independently. A theory of 

;'morphological lag" seems to be in principle unable to account for the 

fact that stems which were never noun stems adopted a noun-like mornh­

ology. This is an unexplained innovation. 'l'here is, likewise, no way 

in which a lag theory can account for the fact that after the original 

noun stems began to be used solely as modifiers they acqu~red the ability 

to co-occur with prefixes of any class--but still only of the shape 

associated with nouns. Again there is crucial innovation. Past syntax 

is quite irrelevant. 

In any case, Giv~n's theory is unable to account for the fact that 

the class of adjectives arose at all, and havine arisen persisted as a 

peculiar aberration (a superficial accident) in a large number of languages. 

Why this particular accident, why this lae;? lIo matter how good a 

diachronic explanation of certain aspects of the chan~e, that persistence, 

which is the persistence of a syntactic class, and not merely of a 

morphological aberration, calls for an explanation. I conclude, 
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therefore, that none of Giv6n's objections have thrown serious doubt 

on the explanation provided in Heny [1972], and hence that that 

explanation, however complex it may be, must stand until a better is 

available. Artjectives in Shona are a special class of noun, and languages, 

even closely related ones, can differ at a rather deep level. 
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possible to accommodate a large number of papers each morning. 
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others to descriptive and occasional historical topics. 
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to discuss areas of interest more informally. Prominent among these 

were groups dealing with oral literature and the generative treatment 
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At the final business meeting, it was announced that the new 
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planning: how and how much? 

Haurice Houis (Institut National des Langues et Civili­

sations Orientales, Paris): Les situations de 

bilinguisme en Afrique Noire. 

Thursday. Harch 23 
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L. Ay? Banj? (University of Ibadan): Towards a national 

language policy for Nigeria. 

Ronald Stanford (Institute of Linguistics. Nigeria): Vernacular 

reading materials in primary schools: a report and some 

observations. 

Adebisi Af9layan (University of If~): The use of an indigenous 

West African language as the medium of primary education: 

the six-year (Yoruba-medium) primary project at If~, 

Ile-If~, Nigeria. 
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the Soviet experience. 
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examining. 
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use in Ghana: the "language diaries" of primary school teachers. 
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Nigeria. 
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prejudice. 
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J. le Saout (Universite d'Abidjan): Faits de derivation nominale 

en gban. 

Alan S. Duthie (University of Ghana, Legon): Lexical analysis of 

an Ewe text. 

1.K. Donkor (University of Ghana, Legan): Free variation in Ga 
phonology. 
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textuality in Yoruba poetry/tcarts et intertextualites dans 

la poesie orale yoruba. 

Session B: 

Charles S. Bird (Indiana University): The syntax and semantics 

of possession in Bambara. 

Margrit Bolli, Eva Flik, and John Bendor-Samuel (Institute of 

Linguistics): Testing the mutual intelligibility of dialects. 

Frances Ingemann (Institute for Liberian Lan~uages and University 

of Liberia), John Duitsman (Institute for Liberian Languages), 

and Hilliam Doe (University of Liberia): A survey of the 

Krahn dialects in Liberia. 

~dward J. Allan (S.O.A.S., London, and St. Francis' Training 

College, Hohoe): The vowel system of Lelemi. 

Papers circulated but not read 

J.R. Birnie (University of Ghana, Legon): A further study of markers 

of local varieties of written English in West Africa. 

Andre Prost (l'-lission Catholique, Haute Volta): Notre et !>1oore. 

Papers read at the Working Party on Tone 

M. Abbott and J. C. Callow ( Institute of Linguistics, Ghana): A 

"deduced" tone in Konkomba. 
J 

John Bendor-Samuel and Inge Meier (Institute of Linguistics): 

Basic and derived sentence-types in Izi. 
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K.C. Ford (University of Ghana, Legon): Remarks on distinctive 

features of tone in the light of data from a Ghanaian language 

with five distinctive phonetic pitch levels (Avatime). 

K.C. Ford (University of Ghana, Legon): The non-terracing tone 

system of Lolobi. 

Ian Maddieson (University of Ibadan, Jos Campus): Tone system 

typology and distinctive features. 
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THIRD AHNUAL COIJFEREHCE ON AFRICAl'li LIlWUISTICS 

Indiana University 
Bloomington, Indiana 

The following program, with minor modifications, was distri-

buted just before the meeting to all pa.rticipants. The proceedings 

of this conference will soon appear in the African Series of the 

Research Center for the Language Sciences, Bloomington, Indiana 

(editor: Erhard Voeltz). 

PROGRAM 

April G, 1972 

8: 00 H'I Ballantine Hall 240 

Peter Ladefoged (University of California, Los An~eles): Current 

contributions of phonetic research to lin~uistics. 

April 7, 1972 

8: 00-9 :00 Alit, Solarium, Indiana }1emorial Union: Registration. 

9:00-12:00 Plenary Session, Solarium, n:u (Carleton T. Hodge, 

Chairman) . 

Pierre lie Alexandre (Paris): Some observations on modern usage 

and trends in Brazzaville Lingala. 

Lawrence Boadi (University of Ghana, Lep;on): rropicalization in 

Akan. 

l::dgar A. Gregersen (Queens College, City University of dew York): 

~Hlotic consonant ablaut. 

Larry n. Hyman (University of Southern California): The [1'reat Igbo 

tone shift. 
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William P. Leben (Brandeis): A constraint on the interpretation of 

indefinites. 

2:00-5:00 Second Session, Section I, Solarium Last, IIill, (Paul 

Hewman, Chairman). 

irnest F. Dunn (Rutgers University): liausa plurals: a stratificational 

restatement. 

John Bryson Eulenberr: (Stanford University): How morphological alter­

nations in Eausa conspire to make it a more efficient channel of 

communication. 
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Claude Hagege (Universite de Poitiers): About system constraint in 

the presentation of phonemes in Mundang (Lere, Chad). 

Charles Kraft (University of California, Los Angeles): Recon­

struction of Chadic pronouns. 

Judith Maxwell (Hichigan State University): On the suprasegmental 

representation of tone in IIausa. 

2:00-5:00 Second Session, Section II, Solarium West, HID (Georges 

D. Bokamba, Chairman). 

Cheryl L. Austen (Indiana University): A re-evaluation of the Proto­

Bantu tonal system. 

Patrick R. Bennett (University of Wisconsin): The Bantu absolutive: 

what kind of phrase? 

Irvine Richardson (Michigan State University): Morphotonolo~ and 

Sukuma verbal forms. 

Patricia Buchanan and Jeannine vladlegger (University of Massachusetts, 

Amherst): Concord in Tswana locatives. 

Robin Cooper (University of Jllassachusetts, Amherst): The causative 

and applied construction in Tswana. 

'falmy Giv6n (University of California, Los Angeles): 'l'he ,.hite 

linguist in Africa. 

8:00 PH Hans Wolff Memorial Lecture, Solarium, HID. 

W. H. Whiteley (School of Oriental and African Studies, University 

of London and Indiana University): To plan is to choose: the 

rationale and consequences of language choice in Eastern 

Africa. 

April 8, 1972 

9: 00-12: 00 Third Session, Section I, Ballantine Hall 005 (Ivayne 

R. Williams, Chairman). 

Laura Meyers (University of California, Los Angeles): The particle 

har and sai: ~, only and until in Hausa. 

Paul Uewman (Yale Uni versi ty): Syllabic structure in Chadic vs. 

universal typology. 

Russell Schuh (University of California, Los Angeles): Sound change 

as rule generalization: a study of consonant lenition in Hausa 

and Dera. 
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Neil Skinner (University of Wisconsin): Hausa wan i jwatajl'Jadansu 

and its semantic behavior. 

Edwin S. \'lilliams (Hassachusetts Institute of Technology): The 

underlying representation of tone in Hargi and Igbo. 

447 

9:00-12:00 Third Session, Section II, Ballantine Hall 006 (Richard 

Spears, Chairman). 

Ol~~<?la Ajolore (University of Illinois): Hhen vowel clusters occur 

in Yoruba. 

91adele Awobuluyi (Lehmann Collep;e, City University of IJew York): On 

the nature of relativization. 

Kenneth L. Baucon (University of Georgia and Bureau of Literacy, 

\Hndhoek, South ~1est Africa): Proto-Central Khoisan. 

I·j. Lionel Bender (Southern Illinois University): The role of 

phonological innovations in lexicostatistic subgrouping of 

Ethiopian languages. 

Sahnny Johnson (Indiana University): Dambara postpositions: a study 

of inherent and contextual meanin~. 

12: 00-2: 00 Luncheon, Cafeteria ABC, Hru. 
Discussion of an African Linp;uistics J\ssociation (Charles S. Bird, 

Chairman) . 

2:00-5:00 Fourth Session, Section I, Ballantine Hall 005 (Vamadou 

Konare, Chairman). 

Alan S. Kaye (California State Collep;e, Fullerton): Historical 

remarks on Chadian Arabic. 

t·lona Lindau (University of California, Los Anp:eles): Features for 

vowels: advanced tongue root and vowel hei~ht. 

J. O. Robinson, Jr. (University of California, Los Angeles): Focus­

presupposition in Igbo. 

Herbert F. Stahlke (University of Illinois): 'rhe development of the 

three-way tonal contrast in Yoruba. 

F. Vandamme and A. Diallo (Ghent): Some features of Fulani seen from 

a functional point of view. 

Katherine Hatson (Indiana University): Identity deletion phenomena 

in Laneo. 

Neil Skinner (University of Wisconsin): Hausa wan i /wata/I¥adansu 
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2:00-5:00 Fourth Session, Section II, Ballantine Hall 006 (w. H. 

Whiteley, Chairman). 

Georges D. Bokamba (Indiana University): Immediate dominance, 

topicalization, and relativization. 

Frank Heny (University of Massachusetts, Amherst): .An untitled 

paper on non-phonological rules (in Tswana). 

Amy Meyers (Queens College, City University of New York): A 

curious result of Dahl's law in Kikuyu. 

Martin Mould (University of California, Los Angeles): The syntax 

and semantics of the initial vowel in Luganda. 

Linda Roberts and Marjorie Wolontis (University of Massachusetts, 

Amherst): Conjunction and concord in Bantu. 

Don R. Vesper (University of Missouri): Predication and possession 

in Tumbuka. 

448 

2:00-5:00 Fourth Session. Section II, Ballantine Hall 006 (w. H. 

Whiteley. Chairman). 

Georges D. Bokamba (Indiana University): Immediate dominance, 

topicalization, and relativization. 

Frank Beny (University of Massachusetts, Amherst): An untitled 

paper on non-phonological rules (in Tswana). 

Amy Meyers (Queens College, City University of New York): A 

curious result of Dahl's law in Kikuyu. 

Martin Mould (University of California, Los Angeles): The syntax 

and semantics of the initial vowel in Luganda. 

Linda Roberts and Narjorie Wolontis (University of Massachusetts, 

Amherst): Conjunction and concord in Bantu. 

Don R. Vesper (University of Missouri): Predication and possession 

in Tumbuka. 



Studies in African Linguistics 
Volume 3, Number 3, December 1972 

COLLOQUIUM ON PROSODIC SYSTEMS 

Leiden, September 9-11th, 1972 

Thilo C. Schadeberg 
Sektie Afrikaanse Taalkunde 
Rijksuniversiteit te Leiden 

449 

After a similar meeting had been held at Leiden the year before, 

the Department of African Languages at Leiden University (Netherlands) 

organized a colloquium on prosodic systems from September 9th to 

11th, 1972. Participation was organized on the basis of personal 

invitations. The following persons took part in the colloquium: 

1. Kees F. de Blois, United Bible Societies 

2. Mevrouw L. Bynon-Polak, MusetUn Tervuren 

3. T. L. Cook, RU Leiden 

4. Andre Coupez, Museum Tervuren and Universite Libre de 
Bruxelles 

5. Jan Daeleman, illrAZA Campus de Lubumbashi Za1re 

6. Ph. Elias, RU Leiden 

7. Claire Gregoire, Museum Tervuren 

8. Larry M. Hyman, Linguistics Program, U.S.C. 

9. A. E. Meeussen, Museum Tervuren 

10. Klaus Piper, RU Leiden 

11. Piet van Reenen, VU Amsterdam 

12. Thi10 C. Schadeberg, RU Leiden 

13. Mevrouw Berthe Siertsema, VU Amsterdam 

14. Leo Stappers, UNAZA Campus de Lubumbashi, Za1re 

15. Chris Sturtewagen, RU Ghent 

16. J. Voorhoeve, RU Leiden 

17. M. Voorhoeve, RU Leiden 

First, a number of general or theoretical issues were raised in 

papers and discussed subsequently: naturalness of tone rules (L. 

Hyman), Bangubangu tone without global rules (A. E. Meeussen), and a 

downdrift rule meeting certain constraints to be imposed on post-binary 

rules (Th. C. Schadeberg). 

next, three cases of restricted tone systems were presented: 

Japanese (A. E. Meeussen), Safwa (J. Voorhoeve), and Kinga (Th. C. 
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Schadeberg). The defining feature of a restricted tone system is 

the neutralization of tonal distinctiveness in certain positions of 

the formative and/or formative string. 

Finally, two research reports were brought forward, both of them 

to become dissertations: the tonal system of Bukusu (K. F. de Blois) 

and some remarks on the tonal analysis of Suku (K. Piper). 

PROGRAM 

September 9: 

1. Larry M. Hyman, Prolegomena to a theory of natural tone. 

2. Thilo C. Schadeberg, [aFn]? 

3 . A. E. Meeus sen, Bangubangu tone. 

September 10: 

4. Thilo c. Schadeberg, Kinga: a restricted tone system. 

5. Jan Voorhoeve, Prominence in Safwa. 

6. A. E. Meeussen, Japanese accentuation as a restricted tone 
system. 

September 11: 

7. Kees F. de Blois, Some notes on the Bukusu tone system. 

8. Klaus Piper, Quelques remarques sur l'analyse tonale du Suku. 

Edi tors' Note: The papers presented by Meeussen (Bangubangu), 

Schadeberg (Kinga) and Voorhoeve (Safwa) will appear in Studies in 

African Linguistics, Volume 4, No.1 (March 1973). The paper by 

Hyman is available, co-authored by Russell G. Schuh (U.C.L.A.), in 

Working Papers on LangUage Universals No. 10, Stanford University, 

under the title "Universals of tone Rules: evidence from Vlest Africa". 
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CORRIGErIDA 

Alexis 'l'akizala has pointed out that in his article "Focus and 

Relativization: the Case of ](ilmng'an", S.A.L. 3.2~259-287, the 

following examples should be corrected to read as follows: 

( 58, p. 272): 

(73, p. 27h): 

(84, p. 278): 

kwe k(t Kipes ka-swi im-in zoono instead of 

kW8 k(t Kipes a-swi im-in zoon 

~rp~s a-swi im-in kit zoono instead of 

~rp6s a-swi im-in kit zoon 

na ww a-mween Kipes instead of 

na wu ka-mweene Kipes 
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(92-95, p. 281): these sentences should be translated as 'the man ,.,ho •.. ' 

and not as 'this man'; that is, wu in these examples 

is a relative pronoun, not a demonstrative. 

Larry Hyman has pointed out that in his article "Nasals and 

Nasalization in Kwa", S.A.L. 3.2: 167-205, the following misprint 

should be corrected: 

Example (118), p.192: stages (c) and (d) should have been written with 
-nasalized vowels, i.e. CNV and CV, respectively. 
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