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PERSONAL PRONOUNS, OBJECT MARKERS, 
AND SYNTACTIC EVIDENCE III DHO-LUO 

Gerard M. Dalgish 
University of Dar es Salaam 

This paper discusses the behavior of personal pronouns 
and the corresponding personal pronoun object markers in 
Dho-Luo. When pronouns and NP's are the targets of cer­
tain syntactic rules, they trigger different verbal 
coding properties. These differences are shown not to 
be based on grammatical relations, since in all cases 
pronouns and NP's of equivalent grammatical status are 
compared. A constraint against preposition stranding is 
also discussed. In the second section, the analysis of 
verbal coding triggered by pronouns, and the constraint 
against preposition stranding are combined to account for 
certain grammaticality judgments; an explanation for 
these results is based on the notion of contradictory 
verbal marking vis-a.-vis the intended strategy or func­
tion of the rules in question. The paper concludes with 
a discussion of passive in Dho-Luo, in which the appear­
ance and behavior of object markers provide evidence per­
taining to recent claims in the theory of Relational 
Grammar. 

O. Introduction 

101 

This paper discusses a number of syntactic phenomena in Dho-Luo, a Nilo­

Saharan language spoken in Tanzania and Kenya! with special emphasis on the 

behavior and characteristics of personal pronouns (pro's) and the correspond­

ing pronominal Object markers (OM's). The first section discusses the dif­

ferences between pro's and non-pronominal noun phrases (NP's) when these are 

targets of the rules of Topicalization (TOP), Passive (PSV), Clefting (CLF), 

and the rule or rules presumed to derive sentences like 'X is good/bad/etc. 

to VERB' from underlying structures resembling 'to VERB X is good/bad/etc.'. 

II would like to thank the speakers of Dho-Luo I consulted in gathering 
the data for this paper: Mr. M. Yambo from Kenya and Mr. Osoro of Tanzania. 
In addition I am grateful for the funds provided by the Illinois Project 
fm 'JrJiVf!rsals of Grammatical Organization and Rule Interaction, and for 
flll1ds [Jrr)vided by Mr. E. D. Elderkin of the Department of Linguistics here at. 
I)~r I~H ~;~dfiom. Instruction, criticism, and other helpful comments from A. 
~:(-hf:'lf"J, (;. Y,jrHH!bf'rth, ,r. Morp;an, G. nhp.intuch nnd F:.C. Mornvll fin' gl·ntt'fllll.\ 

f""Y:fl'Jw/,-dp;r-rj • 



::~itl\.'t'" Utt.> latter rule wil.l be showlI to dil'!'er signit'jcantly from 'l'(ju.~.h­

~\.Y\""l':t"ll t (l~lCl!), i L wi 11 be re fen'eLl to us 'l'r;H_:). 

Tht' second section diseusses the rules of TGH, TGH-2, and PSV. Argu­

ments based on the behavior of pro's aJld OM's are crucial in this discus­

sion, since these elements provide evidence for the establishment of gram­

matical relations and, by implication, evidence for relation-changing 

processes. TGH and TGH-2 are shown to differ in their effects on grammati­

cal relation change. This difference--in conjunction with other conditions 

concerning verbal marking and preposition-stranding--helps to account for 

certain otherwise puzzling grammaticali ty judgments. The data and analysis 

of Dho-Luo P8V provides empirical evidence testing two recent proposals 

formulated in the context of the theory of Universal or Relational Grammar. 

A simplified2 sketch of the morpho-syntax of Dho-Luo is given below. 

The SVO word order appears to be the neutral pattern, and various permuta­

tions dependent on emphasis are also allowed. Prefixal subject markers 

(8M's) appear in agreement with self-standing pro's, but the appearance of 

the latter seems to be optional. When NF's are subjects, SM's do not appear. 3 

OM's appear as suffixes under pronominalization and as the result of other 

processes to be discussed. In addition to verbs which allow no direct ob­

jects, and verbs which allow one direct object, there are a few "double 

object" verbs which permit two non-prepositional NF's (or OM's) to follow. 

Indirect objects may be preceded by ni 4 , 'for, to', and may appear with in­

transitive and transitive verbs. OM's corresponding to these object types 

2Simplification for the purposes of presentation in this paper involves 
the omission of tonal data and close phonetic transcription. I have also not 
indicated the phonetic dialectal differences between Kenyan and Tanzanian 
Dho-Luo, In some cases I have not indicated vowel deletion phenomena because 
the loss of such information might be confusing to the reader. Self-standing 
pro's are simply indicated by 'I', 'you', etc. in the morpheme by morpheme 
descriptions. 

30ne morpheme appears before the verb root even when NF's are subjects. 
This is the morpheme 0-, but it marks one of the perfect tenses and should not 
be confused with the 3 sg. SM 0-, To avoid any confusion, I have restricted 
data to sentences in present tenses throughout the paper. 

4A dialectal difference here is that Kenyan Dho-Luo pronounces this element 
wi th a higher vowel than in Tanzanian Dho-Luo. 
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are subject to various conditions concerning clitic order and co-occurrence. 

Though not the major topic of this paper,S these conditions will nevertheless 

prove useful in providing arguments in later disucssions. In many of the 

sentences to be cited below, a verbal suffix -nga optionally appears, in­

dicating a type of habitual/continuous activity (H/C).6 This suffix--indis­

put ably part of the verbal word--apears after various direct and indirect OM's, 

and ther~fore adequately demonstrates that certain of these OM's are not be 

analyzed as independent words, but as true clitics. This finding is matched 

by native speaker intuitions, and is reflected in the orthography, 

1. Pro's VB. NP's 

This section discusses certain anomalies found to obtain when pro's as 

opposed to NP's of equal grammatical status are the targets of various syntac­

tic rules. We find that rules affecting pro's and NP's of equivalent gram­

matical status result in the obligatory appearance of OM's agreeing with these 

pro's, whereas NP's as targets of these same rules must not trigger the appear­

ance of agreeing OM's. An explanation for these coding differences based on 

grammatical status cannot be maintained, since in all cases pro's and NP's of 

equivalent grammatical status are compared. A constraint against preposition­

stranding is also illustrated; this constraint is of considerable importance in 

later discussions of section 2. 

In the following sentences, the rules indicated have applied to pro's and 

NP's of equivalent grammatical status, yet we find that OM's appear obligator­

ily when pro's are targets, whereas (third person) OM's must not appear when 

NP's are targets of these rules. 

TOP 
(1) nyithindo Otleno goy--o-(nga) 

children O. beat V (H/C) 

'the children otieno beats (is beating)' 

':.[ h(jy~ to pr(yvide a treatment of' RllCh markers in the future. 

f'f<")und in ()}uLl.IyiR., Ii np.ighboring Bnntll languagp, t.his suffix may 1mV{-' 
i'''~'''(J tl()("'(IWf~rJ I rJ 1,0 fJh(J~rIU(J, A f n('f' It in r('('ogni 7.f'd hy 'rnnzltl\ inn ntH'-LIlt' 
';r/"FJl'f'!'l IHI fl, !':f>nyrw 1rJ(]fJv1lLjoTl (('r. Onlv,inh f ICr(hn I). 



(TOP cont.) 
(2) an Ot i enD goy--a------ (nga) 

I o. beat Om lsg (Hie) 

'me Otieno beats (is beating)' 

PSV 
(3) nyithindo i 7--goy--o-(nga) gi Otieno 

children PSV beat V (Hie) by O. 

'children are (being) beaten by Otieno' 

(4) an i---goy--a------(nga) gi Otieno 
I PSV beat OM lsg (Hie) by O. 

'I am (being) beaten by Otieno' 

TGH-2 
(5) nyithindo ok ber goy--o 

children not good beat V 

t children are not good to beat' 

(6) an ok ber goy--a 
I not good beat OM lsg 

'I am not good to beat t 

eLF 
(7) nyithindo e--ma Otieno goy--o 

children is REL O. beat V 

'it's the children Otieno beats' 

(8) an e--ma Otieno goy--a 
is REL O. beat OM lsg 

'it's I Otieno beats I 

For the above odd-numbered sentences, the presence of a 3pl OM gi agreeing 

with nyithindo 'children' would render these sentences ungrammatical. On the 

other hand, in the even-numbered sentences, the absence of the Isg OM -a would 

also result in ungrammaticality. Thus it appears that when pro's are targets 

of the above rules, they obligatorily trigger the appearance of agreeing OM's, 

whereas when NP's of equivalent grammatical status are the targets of these 

same rules, no OM can appear. 

7The passive marker i segmentally resembles the second person singular 
subject (and object) marker, but is distinguished from both tonally. 



The preceding statement turns out to be too strong, however, since we 

do find examples in which the NP nyithlndo is the target of the above 

rules, but an OM 9 I agreeing with ny I th I ndo appears. 

TOP 
(9) nylthindo Otieno wach-o-nl-----~----(nga) wechego 

children O. tell V to/for OM 3pl (H/e) news 

'the children Otieno tells (is telling) the news to' 

PSIT 
(10) nyithindo 1---ndlk--o-ni-.9l-----(nga) barua gi an 

children PSV write V to OM 3pl (H/e) letter by I 
'the children are (being) written a letter to by me' 

TGH-2 
(il) nyithindo ok ber ter---o chiemo Ir-.9l 

children not good bring V food to OM 3pl 

'children are not good to bring food to' 

CLF 
(12) nyithindo e--ma Otieno chung' but--.9l 

children is REL O. stand near OM 3pl 
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It turns out that the underlined OM 9 i must appear in all such cases. But 

the absence of an OM in the above cases would result in preposition stranding; 

such a result is not tolerated and has not been encountered elsewhere in Dho­

Luo syntax. Thus, sentences (9-12) do not really affect the validity of the 

claim above concerning NP's (as opposed to pro's) as targets of certain rules, 

since the appearance of OM's in (9-12) should be viewed as the result of an 

independent and not unique syntactic principle concerning bare prepositions, 

and not grammatical relations. 8 So, it is now clear that when pro's of a 

given grammatical status are the targets of certain movement rules illustrated 

above, they trigger the appearance of OM's. But when NP's of the same gram­

matical status are the targets of these rules--and when no preposition­

stranding is involved--the OM's do not appear. Thus, pro's and NP's of equi­

vfllJ~nt gra.mmatical status do not trip;ger the same verbRJ. coding procl"ssE's. 

rJbviolJsJ y, then, ~n att~mpt,f>d pxpl A.nR.t ion of thf"se di ffeTf"nC"f;"S in vf'rbRl 

":'-,rlinp; prl")ptD:rt.lp!'J r.A.I1not, b~ bFlfled on $':I ronRidprA.t.ion of grammatirB.1 TelRtiflllR 



:.\_Lme. Si.nce thtJl'e set~ms to be IlO apparent f'wlctional explanation for these 

differences, it. might be that u diachronic account is more suitable. 

2. Pro IS, OM's) and Putative Gra.nunatical Relation-Changing Rules 

Al though relational grammar does not provide a ready explanation for 

the differences in verbal coding discussed in section 1,9 the behavior of 

pro's as targets of putative gra.mm.atical relation-changing rules can be in­

vestigated, and used further as the basis for conclusions concerning the 

effects of such rules on grammatical relations. It is the intention of this 

section to examine three syntactic rules--TGH, TGH-2, and PSV--in the context 

of grammatical relations and relation-changing rules. SUb-section 2.1 will 

discuss TGH and the evidence to demonstrate that it is a relation-changing 

process. With this in mind, we shall develop an explanation for the unexpected 

ungrarmnaticality of certain sentences. This explanation is based on the inter­

play of several of the factors and conditions elucidated in section 1, with 

the notion of TGH as a grammatical relation-changing rule. In sub-section 

2.2, TGH-2 is analyzed and shown to be a rule which does not change grammati­

cal relations. This fact, combined with the same factors and conditions dis­

cussed above, provides an interesting account for additional phenomena related 

to the above TGH data. In sub-section 2.3, PSV is discussed in the context 

of relation-change. There is clear evidence from Dho-Luo (1) that PSV sen­

tences do not involve promotion of underlying objects to subjects and (2) that 

they contain transitive verbs, not intransitive verbs. These results are 

discussed in light of recent claims by proponents of relational grammar. 

2.1. TGR as a relation-changing process. The following examples are both 

attested superficially, and it seems reasonable to derive (13b) from (13a) by 

a process similar to English TGR, which we may state informally as: promote 

the non-subject of the lower clause to subject of the higher clause and ex­

trapose the remainder of the lower clause to the right. Thus: 

9It might even be maintained that relational grammar should not be con­
cerned with these matters at all. 



(13) a. goy--a------tek 
beat OM lsg be hard 

'to beat me is hard 1 

b. (an) a------tek goy--o 
(I) SM lsg be hard beat V 

'I am hard to beat' 

It seems clear that TGH is a rule which changes grammatical relations. The 
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I sg SM a- before the higher verb -tek in the TGH moved example of (13b) 

shows clearly that the object of the lower verb in (13a), -a, has been pro­

moted to subject. Furthermore, the absence of an OM a on (13b) is clear 

evidence that there is no longer a grammatical relation between the first 

person singular pro and the verb 'to beat'. As mentioned in section 1, 

(13b) with an OM -a would be ungrammatical. 

Similar results obtain for double-object verbs. Notice that here the 

semantic indirect object pro may be moved: 10 

(14) a. miy--a pesa tek 
give OM lsg money be hard 

'to give me money is hard' 

b. (an) a------tek 
(I) SM lsg be hard 

miy--o pes a 
give V money 

'I am hard to give money to' 

The following data is surprising. Consider the situation in which TGH 

applies to the object of the preposition ni 'for, to'. We find that NP's 

can be moved by this rule, but that pro's may not--even though it would not be 

disputed that both NP and pro are of equivalent grammatical relation to the 

verb, i.e. that they are both objects of nl . Consider first the example be­

low in wnich an NP object of nl is moved by TGH: 

IOThe direct object pesa can be moved by TGH as well: 

(140) pesa tek mly---- a 
m(mey be hard give OM lap; 

'm{)1J"Y J H hard to gl ve me t 



110) a. ndjk--o nj t~ary barua tek 
write V to M. letter be hard 

'to write to Mary is hard I 

b. Mary tek ndik--o-nl-e barua 
M. be hard write V to OM 3sg letter 

'Mary is hard to write a letter to' 

The appearance of the 3 sg OM -e in (15b) clearly replaces Mary, since a 

plural NP in the same slot would be replaced by the 3 pI OM -~i . The OM 

in (15b) is clearly there to prevent preposition-stranding; we have dis­

cussed this device earlier (cf. (9-12)). Thus, (15b) is fully grammatical. 

But now consider the following: 

(16) a. ndik--o-ni-a barua tek 
write V to OM lsg letter be hard 

'to write to me a letter is hard' 

b. *(an) a------tek ndik--o-ni-(a) barua 
(I) 8M lsg be hard write V to (OM lsg) letter 

I I am hard to write a letter to I 

If (16b) were to parallel (15b)--in both cases we attempt the movement of 

the object of nj --we would expect full grammaticality for (16b). Notice 

that in (16b) we seem to have promoted the former object of the lower verb 

to subject of the higher verb--the 8M a- preceding -tek shows this--and 

at the same time we have not stranded a preposition, since -a appears 

after ni (of course, a sentence without -a in (16b) would still be un­

grammatical). The question then is: why should (16b) be ungrammatical, 

while (15b) is grammatical? 

The answer to this puzzling question is fOlUld upon an examination of the 

interplay of the following conditions in Dho-Luo: (1) the nature of verbal 

subject marking, (2) the constraint against preposition-stranding, (3) the 

signalling of grannnatical relations and grammatical relation cbaqges by means 

of verbal marking vis-a-vis the strategy of the rule in question (in this 

case TGH). In what follows, I shall develop each of these conditions in 

more detail. 

Consider first condition (1). It has already been shown that subject 

pro's require verbal subject marking, whereas subject NP's do not. Condition 



(2) concerning preposition-stranding is equally straightforward: no prep­

osition may be left "unattended"--they must be followed by an OM or NP. 

Condition (3) is concerned with the strategy of the rule in question, TGH. 

As we have seen from an examination of the non-controversial examples of 

TGH-sentences (13b-14b) the strategy of TGH with respect to grammatical 

relation change (and verbal marking) is to indicate (i) that promotion of 

grammatical relation takes place, signalled by the appearance of a SM on 

the higher verb; (ii) that the former object of the lower verb no longer 

bears a grammatical relationship to that verb, signalled by the absence of 

an OM on the lower verb. In what follows, we shall see how the above 

three conditions may overlap and contradict each other. It will be an 

appeal to such a contradiction that will help to provide an explanation 

for why (15b) is acceptable but (16b) is not. 

Consider sentence (15b) in light of the above conditions. Note that 
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in accordance with condition (1), no subject marker appears on the higher 

verb tek. Condition (2) is met, since the appearance of the OM -e after 

n i derived from the NP Mary serves to prevent preposition-stranding. Let 

us now consider the resultant verbal marking vis-a-vis the intended strategy 

of TGH. In (15b) it is clear that the former object of the lower verb, the 

NP Mary , has been promoted, since it appears to the left of the higher 

verb in subject position 11 while it no longer appears as the object of the 

lower verb. Although it is true that the OM -e appears on the lower verb 

to prevent preposition-stran1ing, this should not be construed as evidence 

that NP Mary has not been promoted. The only way to demonstrate that 

would be for the NP Mary to be left behind on the lower verb, but as ex­

p~ct~~ this result is also ungrammatical: 

(15) c. ~ary tek ndik--o ni Mary barua 
M. be hard write V to M. letter 

'MRry is h~rd to WTit~ a letter tot 

. "J '"Jr mA.ni f'jpm~"nf.R ('!'HI 1l~'I·PHr to t.lif' lp,ft of t.hf' vf'rr- And llPt t'C' ~'\II' 

".'''i~ ')'h,:.. v!inl hprp i~ fhAt thp A.PI'PAJ"R.T11'f"' of t,h,.. Nf' t.(, th" )f,rt "I' thE' \'11\ 

1" ... 1 >"'-"\.',1 '.rnl,qt ihlP with (·I.qimifW if is t.tl,., FllIh,1p/·t. if if; 111'\ iuft'll.k,1 t 



Thus althuugh the OM -8 in the grammatical (l)b) "substitutes" for 

Mary -e is not Mary and so it cannot be inferred that Mary is 

left in the lower clause. Since Mary is not left in the lower clause-­

and since there is no verbal marking to the contrary--it appears that the 

strategy of TGH bas been realized, since, as in clear cases, former ob­

jects become subjects while ceasing to bear a grammatical relation to the 

lower verb. Since the verbal marking of (15b) is compatible with the 

strategy of the TGH rule, the sentence is grammatical. 

Let us now consider (16b) in greater detail. Since it is a sentence 

in which TGH is to have applied, we expect the strategy of the rule to 

result in the promotion of the underlying lower verbal object to derived 

subject of the higher verb, and the cessation of graIllInatical relations 

between the promoted element and the lower verb. Since condition (1) stip­

ulates that (promoted) subject prots trigger obligatory subject agreement, 

the 8M a_ should appear on the higher verb -tek; this is what we attempt 

in (16b). However, condition (2), the constraint against preposition­

stranding, would require that the OM -a appear (or remain) on the lower 

verb. But if we now turn to a consideration of the verbal marking vis-a­

vis the strategy of the rule, we see that the resultant verbal marking 

signals simultaneously that (a) the first person singular pro has been pro­

moted (as evidenced by the SM on the higher verb), and (b) the first 

person pro has not been promoted (as evidenced by the fact that there is 

an OM -a on the lower verb). Thus, in order to satisfy conditions (1) 

and (2), the grammatical relation-changing process of TGH must result in 

verbal marking as in (16b) which signals effects (on grammatical relations) 

which are contradictory to the strategy of the rule. The contradiction is 

that the first person singular pro seems to be simultaneously promoted and 

not promoted. Such contradictory verbal marking would seem to be a reason­

able culprit for the ungrammaticality of such sentence types. 

Now it might be thought that the OM -a appearing on the lower verb in 

(16b) is, like the OM -e in (15b), simply the result of the constraint 

against preposition-stranding, and does not signal the retention of a gram­

matical relation with the lower verb. Therefore the appeal to contradictory 

verbal marking to account for the ungrammaticality of (16b) we have made 



would have no basis. It seems, however, that speakers have no way of 

knowing whether the -a OM in (16b) is there to prevent preposition­

stranding or whether it has been--incorrectlY--left behind on the lover 

verb. In the case of full NP's (not pro's) like Mary in (15b), speakers 

can tell immediately that the OM -e replaces Mary, and that therefore 

Mary is not left behind on the lower verb. Thus, the strategy of the TGH 

rule is satisfied. But on what basis can speakers make a similar conclu­

sion about -a, the OM, in (16b)? That is, what would be the evidence 

that an -a OM replaced an -a OM in the derivation of (16b), parallel 
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to the -e OM replacing Mary in (15b)? The former "replacement" process 

could never be independently verified, since there is no difference between 

the proposed "underlying" OM -a and the IIreplacement" OM -a. This 

alleged "replacement" process would clearly be ad-hoc, BJ1d I can find no 

evidence in Dha-Lua which would support it. 

But now, if it cannot be motivated that the OM -a appearing on the 

lower verb in (16b) is the result of a replacement process (to satisfy con­

dition (2), the constraint against preposition-stranding), then its appear­

ance on the lower verb must be due to something else. If speakers avoid 

other exotic or fanciful derivations, the only other reasonable alternative 

would be to assume that the OM -a on the lower verb has simply been left 

there in the course of the derivation. But if -a has been left on the 

lower verb, this signals that -a has not been promoted, since it still 

bears a grammatical relation to that verb. This of course violates the 

strategy of the TGH rule, which requires promotion of underlying objects 

and the cessation of previously held grammatical relations with the under­

lying lower verb. It seems reasonable to conclude that if the strategy of 

this rule is contradicted by verbal marking, a sentence containing such 

contradictory marking would be judged ungrammatical. This would therefore 

account for the ungrammaticality of (16b). 

2.2. The analysis·of TGH-2. The preceding analysis, which has been shown 

to depend on the interplay of three conditions concerning (1) verbal subject 

marking, (2) the constraint against preposition-stranding, and (3) the re­

sultant verbal marking vis-a-vis the intended strategy of the rule in 

rp~Ht,j on finds further support when considered with data from the syntRC't.il' 
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process labelled TGH-2. We shall see first that this process in Dho-Luo 

differs significantly from TGH; such differences are best stated in terms 

of gra.nnnatical relations and not in terms of structural changes alone. 

After this, we shall be able to explain additional facts about the differ­

ences between TGH and TGH-2 drawing on the analysis developed earlier in­

volving the interplay of the above three conditions. 

Recall that in section 1 we discussed the sentences (repeated be­

low for convenience) comparing TGH-2 movement of NP t 5 as opposed to pro' 5 • 

Here we include superficially attested source forms (a) and TGH-2 derived 

forms (b). 

(17) a. goy--o nyithindo ok ber 
beat V children not good 

t to beat children is not good' 

b. nyithindo ok ber goy--o 
children not good beat V 

.( 5) I children are not good to beat' 

(18) a. goy--a ok ber 
beat OM lsg not good 

'to beat me is not good' 

b. (an) ok ber goy--a 
(I) not good beat OM lsg 

=(6) 'I am not good to beat' 

concentrating our attention on (18b), we see that TGH-2 apparently does not 

promote the underlying object of the lower verb (goy) to the subject of the 

higher verb (ok ber). The evidence for this is of course the verbal marking 

in (18b), in which no 8M appears on ok ber (hence no promotion) while the 

OM -a is still found on the lower verb (indicating that there has been no 

cessation of grammatical relations). This surface result is completely dif­

ferent from that of TGH, which involved the appearance of subject markers 

on the higher verb (indicating promotion) and the absence of an OM on the 

lower verb (indicating cessation of previously held grammatical relations). 

Yet these differences follow from an analysis of each rule based on grammati­

cal relation change: TGH is analyzed as a rule changing grazmnatical relations, 



while TGH-2 is analyzed as a rule not changing grammatical relations. The 

important differences between these rules are obscured by an analysis 
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which relies exclusively on structural descriptions and structural changes, 

since TGH and TGH-2 both involve (a) the movement of an underlying object 

of a lower verb to the left of the higher verb and (b) the extraposition of 

the lower verb to the right of the higher verb. Although such a statement 

of these rules would account for sentences like (lTb), (14c), and (15b), 

all of which involve movement of NP's, it would fail to explain why TGR 

and TGH-2 sentences have different verbal marking when pro's are the tar­

gets of these rules. An analysis based on grammatical relations predicts 

this difference exactly in the crucial cases involving the movement of pro's. 

The prediction is that any difference in the strategies of the two rules in 

terms of effects on grammatical relations will be illuminated most clearly 

by those elements which serve to signal grammatical relations. In Dhc-Lue 

such elements are the pro's and corresponding OM's, and this is precisely 

where we find the differing verbal surface morphology. 

Of further interest are the predictions of grammaticality which result 

from the foregoing analysis. We shall now consider TGH-2 sentences involving 

objects of the preposition ni , and compare the results with similar cases 

involving TGH. Consider first the following TGH-2 example: 

(19) a. ndik--o ni t.1ary barua ok ber 
write V to M. letter not good 

'to write a letter to Mary is not good' 

b. Mary ok ber ndik--o nl e barua 
M. not good write V to OM 3sg letter 

'Mary is not good to write a letter to (her)' 

Sentence (l9b) parallels the TGH example (15b) perfectly. Notice also that 

the grammaticality of this sentence is as expected, since none of the thre~ 

r:rmdttjrms discussed above is violatpo, AIld there arf' no ('ont.radictions in 

verbal llIA.rkjng. Fjrst, th~r~ is no Bllb.1p~t, markpr on thf' higher vf'rb. 

"'-)P'".:r)nd, nf) pr~pf)fd t, i on I fJ strA.nderl, R i []('P t.hp -9 OM appf'FlrS Rft.f'r n i 

'i'h~ ',""rbA.) mfirkinll; viR-A.-vlR thp RtrH.t,PKY of rrr;H_;'1 sntisfiPf'I t.hf" t.hird Cl'tl~· 

-j;t,j'-,rI ir, 1,1'11" frJI ]owinp, WA.y: thp A.1HH'n('p nf It nM OTl thp hip;hpl' vert' fllHl tIlt' 



presence of an OM on the lower verb are compat.ible with the characteriza­

tion of TGH-2 as a rule which does not ~hange grammatical relations, since 

there is not sufficient evidence to suggest that Mary has been promoted. 

Consider now a TGH-2 example in which we parallel the TGH examples 

(16a-b) : 

(20) a. ndik--o-ni-a barua ok ber 
write V to OM lsg letter not good 

'to write me a letter is not good' 

b. (an) ok ber ndik--o-ni-a barua 
(I) not good write V to OM lsg letter 

'I am not good to write a letter to (me)' 

The grarnmaticality of (20b) does not of course parallel the ungrarnmaticality 

of (16b). Consider (20b) now in light of the three conditions: (1) a 8M 

does not appear on ok ber , the higher verb. Since pro's trigger obliga­

tory subject marking, then the absence of a 8M here should be taken as 

evidence that the 1 sg pro is not a subject of ok ber ; (2) no preposition 

is stranded, since ni is not left unattended; (3) the verbal marking is 

such that no SM appears on the higher verb, while an OM appears on the lower 

verb. This result is compatible with the strategy of TGH-2 and its analysis 

as a rule not changing grammatical relations. That is, the absence of a 8M 

on the higher verb indicates that no promotion has taken place; the reten­

tion of the OM on the lower verb signals the same thing. The three condi­

tions are met, there are no contradictions among them, and so the sentence 

is grammatical. 

The situation can now be profitably contrasted with (16b), the tmgram­

matical TGH sentence. In the latter, we fOillld that the verbal marking re­

quired to satisfy conditions (1) and (2) contradicted the strategy of the rule, 

which is that objects of lower verbs become subjects of higher verbs (i.e., 

that the grammatical relations are changed). Because of such a contradiction, 

(16b) is ungrammatical. In contrast, TGH-2 is analyzed as a process whose 

strategy does not affect grammatical relations; sentences like (20b) satisfy 

conditions (1) and (2) and do not contradict this strategy in resultant 

verbal marking. Thus, (20b) is fully grammatical. 

In conclusion, we have compared tvo syntactic processes, TGH and TGH-2. 

The strategy of each rule vas established on the basis of relatively clear-cut 
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examples: TGH is a relation-changing process, TGH-2 is not, although both 

rules involve highly similar movement processes. From the discussions of 

section I we were able to establish the existence of certain conditions 

concerning verbal marking and preposition stranding. Drawing on these con­

ditions, and their interaction with the differing strategies of TGH and 

TGH-2, we have been able to account for the differences in grammaticality 

found to obtain between TGH sentences (15b) and (16b) as well as differences 

between TGH and TGH-2 sentences (16b) and (20b), respectively. Instead of 

idiosyncratic and ad hoc conditions on rules or on pro's, we have a unified 

and potentially illuminating account of otherwise confusing but interesting 

data. 

2.3. The rule of PSV. The rule of PSV in Dho-Luo is of special importance 

for the study of grammatical relations and grammatical relation-changing 

processes. Since pro's provide the best evidence (in terms of verbal mark­

ing) for this process, we shall restrict our attention to them in the follow­

ing discussion. 

Consider the following pair of sentences, in which the (a) form is the 

active and presumed underlying source for the (b) PSV: 

(21) a. Otieno goy--a------(nga) 
O. beat OM lsg (H/c) 

'Otieno beats (is beating) me' 

b. (an) i---goy--a------(nga) gi Otieno 
(I) PSV beat OM Isg (H/c) by O. 

'I am (being) beaten by Otieno' 

Note that, as in sentences (3), (4), and (10) above, (1) Otleno, the 

subject of the underlying active sentence, becomes ·the object of the prepo­

sition 91 'by' in the corresponding PSV sentence. Thus it is clear that 

former subjects are demoted, and that PSV is a rule changing grammatical 

relations; (2) underlying objects may be moved to the left of the verb in 

PSV sentences, into what is usually subject position; (3) the verbal marking 

involves an OM on the passive verb. We have therefore prima facie evidencE' 

thR.1, underlying objects are not promoted to subjects in Dha-Lua PSV, and 

t,hlJ.t, 'u!d~rjylrJfI. Bl.lb.leets are demoted. The conclusion is therefore thRt 



Dho-Luo PSV is primarily a demotional rule. This was, to my knowledge, 

first proposed by Keenan [1975J and will be verified with additional ex­

amples below. In addition, this analysis of Dha-Lua will show that the 

passivized verbs should be considered transitive verbs. In the same arti­

cle, Keenan proposed that passivized verbs are intransitive, a claim that 

is therefore to be refuted by this analysis. 

The following arguments are provided to support the position that ob­

jects are not promoted to subjects in Dho-Luo PSV sentences. These argu­

ments are based on the nature, order, and co-occurrence restrictions found 

to obtain for OM's in both active and passive sentences. In each case, 

OM's in active sentences behave exactly like the verbal markers in PSV 

sentences; one would miss obvious generalizations with an analysis which 

denies that the markers in PSV sentences are OM's. But if these are in 

fact OM's, then it is clear that objects cannot have been promoted (to 

subject) and that verbs in passive sentences with such object markers can­

not be analyzed as intransitive verbs. 

(1) The first argument involves the nature of subject and object mark­

ers. Subject markers and corresponding object markers are phonologically 

identical, except in the third person singular form, which has 0- for the 

8M and -9 for the OM in active sentences. In examples involving an under­

lying 3 sg object pro, the corresponding P8V sentence has -6, the OM, and 

not 0-, the SM. Furthermore, the 8M's are prefixes and the OM's are suf­

fixes; the P8V verb surfaces with changes according to person and number 

indicated by suffixes. 

(2) The second argument involves the order of verbal OM's which is 

fixed in active sentences. In general, the indirect OM precedes the direct 

OM. 12 Consider the following active sentences involving double object verbs 

with two OM's:13 

12There are some counter-examples to this postulated clitic order which are 
currently being investigated and are not discussed here. But even these 
problematic examples show the same (aberrant) order for OM's in active and 
PSV sentences, further strengthening the point of the argument. 

13We assume that previous discourse has established the reference of these 
OM's. 



117 

(22) a. Otleno miy--a------gi 
O. give OM lsg OM 3pl 

'Otieno gives me them' 

(23) a. a------ch I k----o-gl-----il 
8M lsg promise V OM 3pl OM 3sg 

'I promise (to) them him/her/it' 

We find that PSV sentences derived from these active sentences maintain the 

same order of verbal markers (indirect OM preceding direct OM). This is 

true whether we "move" either the direct or indirect pro to the left of 

the verb. In the PSV examples, then, we have either of the pro's appear­

ing before the verb: 

(22) b/c. (an/gin) I---mly--a------gl-----gi Otieno 
(I/They) PSV give OM lsg OM 3pl by o. 

II am given them by Otieno' 
'they are given to me by Otieno' 

(23) b/c. (gin len) i---chik----o-gi-----e gi an 
(they/he,she,it) PSV promise V OM 3pl OM 3sg by I 

'they are promised him/her/it by me' 
'he/she/it is promised to them by me' 

The order of the markers in the PSV sentences must be fixed as they appear; 

notice that this order corresponds completely to the order of OM's in active 

sentences. 

When we examine a combination of direct objects and objects of the prepo­

sition ni ,we find that the order of verbal markers in active sentences is 

fixed, and that same order must occur in PSV sentences: 

(24) a. Otieno chwad-o-ni--e------gi 
O. beat V for OM 3sg OM 3pl 

'Otieno beats them for him/her' 

Reversing the order of these elements results in ungrammaticality: 

(24) a'. "Otieno chwad-o-gi-----ni--e 
O. beat V OM 3pl for OM 3sg 

In the PSV sentences potentially deriveable from (24a), the same order of 

elements must obtain: 
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(24) b/c. (en /gin) i---chwad-o-ni--e-----gi gi Otieno 
(he,she/they) PSV beat V for OM 3sg OM 3pl by O. 

'he,she is benefitted from the beating of them done by Otieno,14 
'they are beaten for him/her by Otieno' 

Reversing the order of the two verbal OM' 5 in these PSV sentences results 

in ungrammaticality exactly parallel to the active ungrammatical sentence 

(24a' ), in which the same reversal was was attempted. 

( 3) The third argument comes from a consideration of a constraint on 

third person object markers. We find that phonologically identical OM's 

may not co-occur, even though they are understood in discourse to be 

referentially distinct (this is indicated by USing subscripts). Consider 

first active sentences with double object verbs: 

(25) a. "Ot 1 ano ml y--o-g i I-----g I 2 

O. give V OM 3pll OM 3p12 

'Otieno gives theml them2' 

(26) a. "Otleno chlk----el------e2 
o. promise OM 3sg1 OM 38i!;> 

tOt-lena promises him/her it I 

We find that thIs wlgra.tnmlt.ticalitl is "At~h~d ror corrt"sponding PSV aentenc("s 

involving these markers: 

(25) b/c. *(9Inl /gln;. ) i---III;y--o-gi:-----']i , gi Otieno 
(they 1 / they,) rsv gi vt' V ~ ~;: i) .-:.1 31-12 by O. 

'theYl !ore given thf"IlZ by .:'tiCfl()· 
'theY2 a..r~ given to them~ by ~·,i'"!nc· 

(2b) b/c. "(enl len,) i---chik----el----<>2 gi Otleno 
(he.shel/it.) PSV pr-VIlise .:f\ 35g; ')!If 3sg, by O. 

thE', shel is proaised it2 by -::"'tieno' 
titz is "romised tv !'lia/heTl by Otier..o' 

\&tThe translation here ';'5 :he bert iZ~.:le:r !ohe circ".&Stances. It TeaeIDbl~& 
th(' Santl.l exaa.ples i.e. which ~r.eficia.ry"" ot..:e,~-t.s of o.mderlyin~ act.iYf!' sent"!'rlcef 
b~c0Ct:' the subJects vf passivi.ed seI::tecces. a:. Engl..ish straight gloss is 
usually conru.si~_ :1lerefore, 1. baTe resorted 1.0 a bit 0: circ-ualocution 
to rE'tain the ..:~rrect s~t ic ic.t.erpr~ta.tion. 



The point here is not to account for the ungrammaticality of the above 

acti ve sentences, 15 but merely to point out that the ungrammaticali ty of 

the corresponding PSV sentences seems closely related. Since some con­

straint concerning identical 3 person OM's in active sentences is needed 

in the grammar independently, it would seem overly repetitious to require 

an additional. constraint for completely parallel data in corresponding 

passive sentences. Yet this is exactly what would be required if we 

failed to consider the markers in passive sentences as object markers~ 

In summary, then, we have examined three separate cases comparing 

active sentences containing OM's with corresponding PSV sentences contain­

ing similar markerso In each case, the nature, order, and co-occurrence 

restrictions found to obtain for OM's in active sentences was systematic­

ally paralleled in the behavior of verbal markers in PSV sentences. To 

deny that these verbal markers in PSV sentences are OM's would necessi­

tate that clearly related phenomena be treated repetitiously and separate­

ly. The conclusion is then that the verbal markers appearing in PSV 

sentences are in fact OM's. If they are OM's in PSV sentences, then two 

things must follow. First, it is clear that the OM's represent instances 

in which objects have not been promoted to grammatical subjects (note 
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that in (2lb) no appeal to preposition stranding can possibly be maintained). 

This then supports Keenan's claim that PSV is primarily a demotional 

process, since Dho-Luo clearly shows that underlying subjects are demoted 

to the objects of the prepos~tion gi 'by'. Secondly, the appearance of 

OM's on the passive verb must surely constitute evidence that these passiv­

ized verbs are transitive, which in turn vitiates Keenan's second claim 

that all passivized verbs are intransitive~ 

i. f;onclusion 

In the first sp~tion we eXRJnjned thp behavior of pro's Rnd OM's as 

t.llrgpts 0f varif')u:=> rulps in Dho-Luo. Wp first f0W10 that. pro's and NF"s 

triggprpri rii ffprpn(,pg 1n vprhR.1 ('()(ling whpn t.A.rRet.s of ('ert.A.in rulf'st pvpn 

"h~rl ~rlllMlat, i ('R.] rp].q t, i rm!=J n f pr(,' fl A-nd NP t R to Vf"rhR Wf'rf" hf>] d rnnsi Rnt. 

;n tr..-· 'if'-((JnrJ l P ,-,U(ln, WP pXA.minprl ~h"'" bphAvlor of OM'f:\ Rnd prn'R AR 1Aq"?:f't!'; 

', .. , " •• iff "j#ri'1 ',lm)jflf f)(·,j,jf·m~.; il> I,,.~~'dl' (f'!"~d'lll1l ,·,·rnmln'I,·dl 

, !" I' i' '1,( *r..,fl',/1 ,>,<,rrq')" III :",.,1I1Hll di~1' II'H, j )'\ 
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of putative grammatical relation-changing rules. We found evidence 

that TGH, but not TGH-2, is a relation-changing process. We also ac­

cOWlted for differences in grammaticality for pro's as targets of first 

TGH and then TGH-2 by an appeal to contradictory verbal marking. Final­

ly we provided three arguments to suggest that the markers in Dho-Luo 

PSV sentences are OM's, and that therefore PSV is primarily demotional, 

and involves transitive and not intransitive verbs" 
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TONE PRESERVING VOWEL REDUCTION IN LENDU* 

Mirjana Trifkovic 
University of Nice, France 

Vowels in Lendu may be reduced if the tones they bear can be 
preserved by being shifted to adjacent segments. In CV words 
this is possible only if C belongs to a class of consonants, 
C'. In CVIV2 words, VI may be reduced but direction of tone 
shifting depends on presence or absence of a morpheme boundary 
between the vowels. 

1. Introduction 

In connection with the vowel reduction, the stability of tone patterns 

will be tested on a series of examples taken from Lendu, a Central Sudanic 

language j spoken in North Eastern Zaire. 

Two cases of tone shift 2 associated with vowel reduction are presented: 

(1) Leftward tone shift onto the adjacent consonant: 

CV .. C 
T T 

(2) Rightward tone shift onto the adjacent vowel: 

In both cases tone melody (in Goldsmith's sense) remains unchanged. 

*An earlier version of this paper under the heading Utendu Tones and 
Stability Phenomenon ll was selected for presentation to the Seventh Confer­
ence on African Linguistics. I am indebted to G. Manessy, B. Vattuone and 
J. Voorhoeve, and to my informants M. Njabu, husband and wife. In his 
comment, J. Voorhoeve had a hunch that this treatment of vowel reduction 
"might also offer an explanation for C2 restrictions in N.W. Bantu. N.W. 
Bantu often has nouns of this shape -C j VC2 , in which -C2 can only be a 
n~sal, voiced consonant or glottal stop. Fricatives are excluded. The C' 
g~t Wr)11J d in that case be different of course. e" might be l'€'duced to 
p')r.Jtt,ftJ stQP after vowel reduction.1I 

J r'r) J JJ)wi n~ .1. r;r~pnberp, IS (J9(J 'n c I RBSi f1 cnt ion. 

//f"f" J flJrJ "'HJf',-..rllfHI only wlt.il "If'xil'fll" t,Ol1PR Ahift,tTl~~. 
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Lendu presently has three level tones and one contour (Rising). 3 In r:v 
words, vowel reduction (hereafter VR apparently restricted t~ [-low] vowels) 

may take place if and only if C belongs to a certain subset C' (of the conso­

nantal set C = {p, b, ap, ab, t, d, at, ad, ~c, ~j, j, k, g, kp, gb, 1m, n, p 

t7, ~, tI, d3, f, v, ~, 0, 5, Z, I, 3, h, r, r, I }) characterized by the 

aptitude for receiving the nfree" tone. C' consists of s, z, tf, ca:, r, r, 4 

and I don 't know of any property that all and only these consonants have other 

than the aptitude for tone bearing. 5 

If C belongs to the complement e" of C·, whose members are never toned, 

no VR can take place. Therefore, it seems to me a natural assumption to 

posit that, all vowels being basically toned (and surfacing as such). all 

consonants are basically toneless and only a subset C' of them ~ surface 

toned (as result of VR). 

2. Tone Shifting in r:v Words 

In the monosyllabic pattern C~ ,6 Which is the preferred word pattern in 

Lendu. VR may apply provided the rlghtlllOSt consonant belongs to C'. When­

ever the VR process tflXP.8 rl8.c~. tone shifts 1~rtv&rd8 onto the adjacent C' 

consonant.. 

Consider th .. rollowlng; 

() SII or S 'to shoot' 

tJ~ or !J 'undern~ath' 

kro or kr 'to cut' 

51 ( nort""rn variant) S (standarl fora) 'Skin' 

Tht' "XAIIII'les in (3) sun'Ort the hn'othesis in rio}. 

J~k1re J.etsils aoout :..en.!:. !..:::.e s7s~ez a::.': !..o~e ~rocesBe. can. be tOWld in 
Trifk.ovic Cl~77 ~ (.Jrth":-0l1i::g:. 

~trndersC'..:.)re i::ljic:stes !l.!.!ei &rti.:-....i!l'!.or,r !"'!'at;aes (here: attrlcation). 

SI ,j", n~t :.l.s-e the fes.!.-..u--e :sy:.lslii.:J !o :t:..arBct.erize C· t,e!!auae in Lendu 
~onS0nant "syllat!...:i~y" v-..::"";"j nere:;, ~a& -s:ae~iaes. t?ne bearing" (i.e. de­
ri't.'"l"J tC'n\.'l\""'~i.:a.l 5oi'! i ~~e : . 

'~"'re rrecise:y. ~e ~!""efen-e.! v;:.rl ~ye is -:.. jceas:1c.na.ll7 also CCY 
..x-...... ~Lrs. ~ui te iI!!':X':-~F! i-:r..s..::..:y,. : f=:~.! s.:~c ::r. 



(4) Vowel Reduction for C'V 

C'V 
T 

C 
T 

If the adjacent consonant belongs to en, this process is blocked. 

CUv 
T 

*C 
T 

In fact, no word final ell are found in the language, whilst toned word 

final C I frequently occur. 

3. Tone Shifting in CVV Words 
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Lexical formation in Lendu involves suffixation. Consider, for example, 

the -i , i.e. -V2' suffixed to CV roots giving morpheme sequences CV+V, 

i.e. derived V1V2 sequences. If C belongs to C', the shift in (6) takes 

place. 

(6) C'V+i -t C'i , i.e. C'V+V -t C'V 
T1T2 T1T2 T1T2 T1T2 

Examples are seen in (7) . 

(7) s;, + -t 51 'variety of grass' , 
r+ + -t r-i 'ghost' 

If C belongs to en, no VR takes place and both vowels are retained. 

(8) C"V+i , i.e. C"V1V2 
T1T2 T1T2 

Examples are seen in (9) • 

(9) tJo; ~ *t'Jr 'bees' 

nhr ~ *;'r 'woman slave' 

In fact, this is the history of derived CV1V2 word pattern in Lendu. 
T1T2 

The obvious generalization is: when a CV morpheme final vowel drops, the 

tone shifts leftwards onto the adjacent C (see (4) and (6)). If the adjllcent 

r; b~!QTJp;s to e", i.e. cannot recejve it, VR is blocked (see (5) and (R)). 
r.vV(O t t r Nf)w Ip.t UR constd~r another procPBA In which underlying 'r'r lilA .PRl l' 

rJ~rl'IMJ ',w'n fiA In (11) n.bnvfd Rre involvpn. This lmrif'rlying pattf'rn hnl'l\t'm~ 



to be the surface pattern presently exhibited by the northern variant of 

the language. Compare: 

(10) Northern variant Standard language 

rH~ f\a 'hippo' 

klk kk 'man' 
ba9 bo 'raining season' 

b~d b I 'moon' 

~jau ~ju 'mouse' 

A systematic relation between Northern and Standard forms is revealed 

which could be captured either by (11) below or by assuming that both forms 

are derived from a common source. Even if this were the case, I don't see 

why (11) should be excluded as an intermediate stage. 

(11) 

Thi s relation holds with C' VV forms as well: 

(12) 

suu 

t,JO not *ho 
re not *re 
s~ not *Stt 

'mouth' 

'bird' 

'slaver' 

The formula in (13) is thus parallel to that in (11). 

(13) .. 
Therefore, independently of the subcategorization of C, in basic vocalic 

sequences we can posit: 

(14) Vowel Reduction for CV1V2 

This process deletes V1 and the tone shifts rightwards onto the adjacent 

morpheme-mate V2 even if the adjacent C could receive it by leftward shift. 

Rightward shift being preferred (whenever possible), in order for (6) to be 

derivable instead of (13) we have to suppose that either tone shift is blocke<l 

across morpheme boundaries or that it takes place before V2 is suffixed. 



4. Conclusion 

In Lendu, vowels can be deleted provided their tone can be preserved 

by shift. The condition under which tone can be shifted is statable as 

follows: 

(15) 

a. on adjacent segments 

b. within morpheme boundaries 

c. preferably onto following vowel 

d. alternatively, onto preceding consonant, provided it belongs to C' 

In short, VR may be stated as in (15). 

Vowel Reduction (VR) 

v .. {iCf - V+ } 

fiji iC~C' --+ 
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If neither rightward nor leftward tone shift is possible, VR is blocked. 

This tone preserving condition on VR is tentatively translated in terms of 

phonological context in (15). 

Reference to C' being necessary, the question arises whether C' is a 

natural class in phonology. I don't know the answer. 
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ACCENT MODIFICATIOI RULES IN :UGANDA 

J olm KaleJlla 
Makerere U~i versi ty 

Most analyses of Luganda treat it as a 'tone language. Rece-nt 
studies also show that it bas features which seem to make it 
possible to characterize it a.s a "pitch accent language". 
Further, McCawley [1970] suggests that languages may have a 
pitch accent system up to some point in t.he ordering of its 
rules and thereafter have a tonal system: the claim is also 
made that Luganda is a tone language starting from a very 
early point in the ordering of its rules. This claim is re­
examined and the nature of various accent modification rules 
in Luganda are investigated. It is concluded that McCawley's 
claim is acceptable only when one is accounting for pitch in 
words. Furthermore. it is shown that Luganda has several 
processes which modifY accent thus postponing the stage at 
which the language ceases to be a pitch accent language to 
become a tone language. 

1. Introduction 

Previous studies of Luganda prosodyl have generally been made with 

the asstUnption that Luganda is a Ittone language" which, according to Pike 

[1948:3], is "a language having lexically significant, contrastive, but 

relative pitch on each syllable. 1t Thus Luganda is a tone language since, 

according to the above definition, the acoustic difference between each 

of the pairs of words given in (I), where pitch is indicated by profile, 

is purely one of pitch: 

(1) i. (a) ~bala 'to cOWlt' 

(b) ~ 'to bear fruit' 

ii. (a) ~ 'to lend money' 

(b) ~ 'to cool' 

iii. (a) !!l jala 'hWlger' 

(b) ~ 'nails/claws' 

In the above examples an initial segment with a low pitch is followed, in 

the case of (a) of each pair, by high pitch throughout, while in the case 

ISee in particular Meeussen [1965, 1966J; Cole [1967J; and Stevick 
[1969a, 1969bJ. 

12. 



or (b) ot' each pair, the ini tinl low pitched segment it:; followed first 

by a high pitched segment and then by a low pitched segment. 

More recent studies2 on the other hand, using criteria other than 

the shape of the informational nature of the acoustic signal in charac­

terizing the prosodic system of the language, have shown that Luganda 

possesses features that would seem to make it possible to characterize it 

as a 1Ipitch accent language". The decision to characterize Luganda in 

this way rests, first of all, on a consideration of the kind of informa­

tion that is needed, with respect to pitch, by the underlying lexical 

representations of morphemes in the language. McCawley [1964] says that 

if the Wlderlying form of each morpheme in a language requires at most the 

specification of some pitch phenomenon, for example the location of a high 

pitch or a drop in pitch, then the language being considered has a pitch 

accent system. Such a language would be quite different from one where 

the morphemes would require an underlying representation in which each 

syllable must be specified for illlderlying pitch. So that in a pitch ac­

cent language the information which must be recorded in the dictionary is 

at most the location of some "accented" syllable. Such information may, 

of course, be even less than the marking of the accent--information as to 

which syllable is accented may be indicated indirectly by a morphological 

feature; or no information at all may need marking in languages where 

accent is totally predictable. In these cases a rule will then be utilized 

to mark some syllable as accented on the basis of other information in the 

dictionary entry.3 

The second key factor in deciding whether or not a language has a 

pitch accent system derives from a consideration of the type of rule or 

2Particularly Heny [1970J; McCawley [1970J and Kalema [1974J. 

3Languages where accent or prominence patterns can be related to pitch 
distinctions in one vowel of each word and where, as a result, the surface 
manifestation of pitch can be accounted for in a very general way, have 
been reported in other related Bantu languages: (Safwa) Voorhoeve (1973]; 
(Kinga) Schadeberg [1973J; (Haya) Byarushengo, and Hyman, and Tenen-
baum [1976J; (Kinyarwanda) Kimenyi [1976J. 
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rules that are needed to derive a phonetic representation given the in­

formation relating to pitch that is contained in the underlying represen­

tat ions. Thus if among the rules modifying accent are accent reduction 

rules with the effect of inserting accent on some syllable while reducing 

all other accents in the domain of that rule by one degree, this would 

mean that the language being considered, while it may or may not be par­

tially tonal, has a pitch accent system at some stage in the derivation of 

its surface pitch. McCawley [1964) had classified languages according to 

their phonological rule systems into tonal languages, as those in which 

rules that do assimilations and dissimilations on pitch levels are to be 

found, and pitch accent languages, where accent reduction rules operate. 

McCawley [1970:529), in citing examples of languages incorporating both 

types of rule systems, however, dismisses the earlier classification and 

admits that it is impossible to make such a classificat;Lon non-arbitrarily. 

Nevertheless, McCawley adds, "it will be possible to speak of a language 

as having a pitch accent system up to some point in the ordering of its 

rules and having a tonal system from that point onwards in the rules. 

Languages could then be classified according to how early in their gram­

mars the point occurred at which they became tone languages". In the 

same study McCawley puts forward the view that Luganda is a tone language 

starting from a very early point in the ordering of its rules. 

The aim of this paper is to investigate the nature of the various 

processes or rules that modify accent in Luganda. During the course of 

the investigation it will be shown that McCawley's conclusion regarding 

the stage at which Luganda becomes a tone language may be acceptable only 

when one is accounting for pitch in words. If one is dealing with 

strt:!tr:h~s longer than the word, one finds that, apart from the "one VE'ry 

~arly Ilcr:~nt r~ductjon rul~"4 mentioned by McCawley, Luganda has other 

proc~ss~9 tha.t. modi fy A.cc~nt, thus postponing the stage at which 1.he lan­

~ll'lgP "?~J1SP3 to') hIP ~ pi t~h A.(,(,pnt nnp to hpcome R. tone 1 anRllA.p:('. 

"{ f 1,t'J'" r1Jlr., MrCltw]r'j j 19f() ',,(JI flHthpr RA.yR, "I'IR r'lr AR 1 KllI''W. 

t r,'" ,"'J I~' Itff j, t! ,if'<Flf' (>rd:~ 1'1 nfilHI hr· (orr- ft p' IHf;PfHd Vf'> i k t lv' ('Td,v A(, !'Ili 

r ... ! .' t ",/ r, I .. i ,(ljl1l'1r,dFt hR" I" 



~-. A(~eent Assignment 

TaLking about Lugallda verb-words, Heny [1970:17)J says that "there 

is just one fall in tone from high to low in each surface verb-word. 

Once the position of this drop in tone is fixed, the tone of the other 

syllables can be determined. II This means that provided an initial 

marking is made to the word form, the pitches of certain segments, both 

before and after the accented segment, need not be determined individu­

ally syllable by syllable, but rather they may be predicted by rules: 

after the accented segment, everything is low pitched,S while everything 

up to the accented segment is high pitched except for certain segments 

occurring initially, and are themselves not accented and are specified 

as low pitched either in the dictionary or by rules; where in a word 

there is no accented segment, everything is high pitched except for the 

initial mora6 which is always low. The accented segment is identified 

with the high pitch in a high-low pitch sequence in the pitch profiles 

and will be indicated informally elsewhere by an acute mark ('). In this 

paper, we will not dwell specifically on how this initial marking to a 

SThis pitch profile is possible only when "sentence" intonation is 
used. With this type of intonation, for example, items such as liiso 
'eye', ekibegabega 'shoulder', oburnanyirivu 'expertise' would have 
the following pitch transcriptions respectively: TTl~, ~ ,. 
obu Iffialnyi rivu. In making their pitch transcriptions, the majority of 
past studies in Luganda have marked items using a "list" intonation which 
means that the list of items quoted above would be transcribed as follows: 
Iii so , eki be gabe ga , obu rna nyili vu. The use of sentence intona­
tion is reserved for items with the potential of occurring as fully inde­
pendent utterances while list intonation is used when the item involved 
forms part of a list of other items to be enumerated. Indeed going 
through a list of items with an informant, as most transcribers of 
Luganda pitch no doubt have done, automatically conditions the informant 
to render his answers with the type of intonation most appropriate for 
the task at hand: enumerating a list of items, actions, etc. Since in 
Luganda even individual words may form complete sentences on their own, 
it seems more appropriate that the type of pitch transcription based on 
a sentence intonation should be used, sentence intonation thus being re­
garded as the most neutral type of intonation. Accordingly all words and 
phrases in this paper have been transcribed on the basis of their sentence 
intonation. 

6A mora is a unit of phonological distance defined in loose terms by 
McCawley [1968:58J as "something of which a long syllable consists of 
two and a short syllable consists of oneil. In Luganda each mora would 
therefore consist of either a consonant or a glide followed by a vowel, 
or a vowel alone, or a SYllabic consonant. 



Luganda word is accomplished7 since the rules being considered, although 

they depend on the presence of the accent in a word, will operate irre­

spective of how the accent is assigned in the first place. 

3. Accent Shift 

One process that has been overlooked by those studies which have 

characterized Luganda as being, at least partially, a pitch accent lan­

guage, is one which involves the shifting of the accented segment from 

its original position in a word to a new position in environments larger 

than the word. The process of accent shift, for example, occurs when 

an accented noun is followed by one of the following post-positional 

genitive pronouns: -ange 'my', -affe 'our', -ammwe 'your' (plural), 

-abwe 'their'. Let us consider the examples in (2): 

(2) Original accent 

kutuu B 

'ear' 

kibi inaa 

'class' 

kibonerezo 

'punishment' 

ekibegabega9 

'shoulder' 

obut ukuvu 

'holiness' 

Accent shift Pitch profile 

kutuu kwaange .!s!!..ltuu Ikwaange 

'my ear' 

kibiinaa kyaange !JJbiinaalkyaange 

'my class' 

k i bonerezo kyanmwe ill bonerezol kya!MJwe 

'your pWlishment' 

ekibegabega kyaange ~begabegalkyaange 
'my shoulder 1 

obutukuvu bwaffe ~tukuvulbwaffe 
'our holiness' 

7This is a complex subject. Preliminary attempts to deal with it 
have been made by Heny [1970J and Ka1erna [1974J and also in my paper "On 
.l!(:cent assignment in Luganda" (in preparation). 

~C~rt~in orthographic conventions regulating the non-doubling of 
'Iovels in ('~rta.in ('ontAxts are deliberately ignored in this paper, repre-
3~ntin~ lonp; vrJW~ls in all f'ontF"xts by nouhled vowe-ls. This facilitates, 
IimOn.Q; r)thpT t,hjngA, th~ marking of 17,1 idinp: pitchp.s as fH"qupnC"Ps of level 
~jtt;hp'3 rji~t,rjbllt,~r1 ovpr thp twn vO'lol'pl? involvptL 

1Thls .<tnri '3jmil~r 1t.(>mA qlJ(Jt,prl wit,h an i.nlt.ial vowpl in thiR l)a.ppr bp­
I',n~ t.rJ I,'ll"> tra,iit,1.noal '1'(;n~ r;laAS C in whi('h if thp noun or aoJf'rtivp 
.,.,.""~ ;<\ J.-r~.r.r~,jf>(J My A. r,V-t,ypP ('11'1,~~' I'rt'>fix~ Lhp prPRPfH'f'" or AhRf>nyf' \)f 

'r,. ir,jt j,ql ""vP\ 1~8.ds t,-, '" dl.llngp in pitch pIlU,prn. vi? §.t~A1..g.obtlg,A 
'tfil ·,~~,,~~/J t" J.t1.b_!tJq·ltl~_!-'Q~, 9~~rrIJ1~~¥u AR t)~,p(lf!pd ttl t~~tufl<\;lvu 
;, If,: ;!oIt "'~"'~, Itl~ prf>~:!I"rl'·l. r,rpf'f'I)!'f' ()f 1h~' iliitiAI vl·vI·1 

1,. ...... ~ .. 1 'iJL", lhf' I ;I'h !,t"fll., !j(-r" /. '''II" (If" iHiPI! I(J' It, )q.il' il iI, It,t" 
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In all the above examples the original accent of the word is shifted from 

its original position to the very last mora before the genitive pronoWl. 

There are, however, certain exceptions to this general process. The 

first exception is found in the case of stems which are made up of two 

syllables with the structure CVCV. When such stems are followed by any 

of the post-positional genitive pronouns, the accent does not shift from 

its original position as the items in (3) illustrate: 

(3) Ori~inal accent Accent shift Pitch l'rofile 

mukazi mukazi waange ~ 
'wife' 'my wife' 

b i tuba b i tuba byaabwe EJ..~ ba b~aabwe 
I chests t 'their chests' 

emigugu emigugu gyammwe ~ 
'luggage' 'your" luggage' 

omuwala omuwala waange ~~Ia waange 

'girl' 'my girl' 

The second case involving no accentual shift is found among nouns of 

foreign origin. In Luganda, nouns of foreign origin seem to sub-divide 

themselves accentually into two categories depending on the type of 

structure the accented syllable has. In all cases, it is the last but 

one syllable that is accented with the accent being inserted on the first 

mora where the affected syllable consists of a geminate vowel cluster or 

on the only vowel of a syllable with no geminate vowel cluster. This 

categorization is also reflected once such nouns are placed before the 

genitive pronouns under consideration: there is accentual shift in all 

those items originally accented on the first mora of a geminate vowel 

cluster and no accentual shift in items accented on the last but one 

vowel of syllables with no geminate vowel cluster as the examples in (4a) 

and (4b) illustrate respectively: 

(4) Original accent Accent shift 

a. bapulfisi < (English: bapuliisi barrmwe 

'policeman' po lice) 

Pitch profile 

ba!pul i isi I bammwe 

'your policeman' 



(4) cont. 

ki taambaa I a < 

'table cloth' 

mapaapaal i < 

'pawpaws' 

b. baserikale < 

'soldiers' 

mabaluwa < 

'letters' 

bulaangfti < 

'blankets' 

(Swahili: kit aambaa I a kyaffe 

kitambaa) 

(Swahili: mapaapaal i gaabwe 

mapapayi) 

(Swahili : baseri ka Ie baffe 

serikal i 

t government I ) 

(Swahili: mabaluwa gaange 

barua) 

(Swahili: bulaangft i zaabwe 

bulanket i) 

111 taambaa I a I kyaffe 

r our table cloth I 

~ paapaa I i I gaabwe 

'their pawpaws' 

~ seri ka Ite baffe 

'our soldiers' 

~balulwa gaange 

'my letters' 

~Iaangilti zaabwe 

'their blankets' 

Thus, apart from these exceptions which would have to be marked as 

exceptional to the rule to accent shift, we need a rule of accent shift 

such that before a genitive pronoun, accented nouns have their accents 

shifted from their original positions on to the very last mora of the 

stem. Before attempting to formulate this rule in more formal terms, 

let us examine another process that modifies accent in Luganda phrases. 

4. Accent Reduction 

Consider first the genitive phrases in (5) in which the possessing 

noun is separated from the possessed noun by a genitive particle -a: 

(5) Original accent 

kikopo mukazi 

'cup' 'woman' 

musawo baserikale 

'doctor' 'soldiers' 

miguguu ; bagolee 

'baggage' 'brides' 

lubalaza ; njuu 

'verandah' 'house' 

A·::!cent reduction 

kikopo kyaa mukazi 

Pitch profile 

.!s.!J kopo kyaa muka I~ 
'the woman's cup' 

musawo waa baserikale ~sawo waa baserika ~ 
'the soldiers' doctor' 

migugu gyaa bagolee milgugu gyaa bagole~ 
'the brides' baggage I 

lubalaza Iwaa njuu -'.!!..!balaza Iwaa njul!!. 

'the house's verandah' 

In (5), in spite of the fact that each of the constituent nouns in the 

genitive phrases is accented, only one accent--the right-most accent-­

ia mhrd feated. The same phenomenon is observable in "compound nClwls" as 

1 J J IJHtrlJ.t,r~(J J n (~): 
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,u) Original accent ACccIlt reducLion 

mukazi ; muku I u mukazi muku I u 

'woman' 'elderly' 

I (i so ddene Ii iso ddene 

'eye' 'big' 

mafuta ; mi fng; mafut a mi fngi 

'goods' 'many' 

mutwee munene mutwe munene 

'head' 'big' 

5. The Role of Syntax in Accent Modification 

Pi tell profile 

~ kazl muku ~ 
f elderly woman I 

I I 150 dde ~ 
'God' 

~ 
'wealthy person' 

~ 
t stubborn person' 

It is possible to assume that the accentual modification processes, 

that we have dealt with, will operate irrespective of syntactic environ­

ment. This, however, is not quite the case. In Luganda there is, for 

example, a distinction between ~ kaz i muku ~ f elderly woman t and 

~ 'the woman is old', In both cases, we have exactly the 

same elementary constituents. There is, however, a difference in the way 

in which these constituents are combined which is reflected in the differ­

ent surface structures in (7): 

(7) a. 

b. 

NP 

~ 
N 

I . 
mukaz I 
'woman' 

N 

I 
mukaz i 
'woman' 

ADJ 
I 

muku I u 
'elderly' 

ADJ 
I 

muku I u 
'elderly' 

In (7a) where both the nOilll and adjective belong to the category "Noun 

Phrase" the phonological rules must yield a surface pitch contour in which 

there is only one accented segment: .!l!.!!1 kaz i muku IJJd. ; while in (7b) where 

both constituents belong to the category "Sentence" the phonological rules 
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must give a surface pitch contour in which there are two accented segments: 

~~. In fact all the examples quoted so far portray this 

same dependence on syntax with regard to accentual modification with the 

genitive constructions in section 3 having the post-positional genitive 

element accented on the first mora, once the constituents Noun and Genitive 

Pronoun both belong to the category Sentence. So, the process of accent 

shift and accent reduction seem to operate only when the constituents in­

vol ved both come under the immediate domination of the category Noun Phrase. 

6. Nature of the Rules 

6.1. Accent reduction. In order to account for the state of affairs in 

(5) and (6) it is possible to assume that each item goes through the accent 

assignment processes with the result that each item would contain one 

primary accent. If, at this stage, we have a rule in the grammar with 

the effect of reducing the accent on the first item from primary to 

secondary, then we should end up with noun phrases manifesting both 

primary and secondary accents--primary accent being situated on the 

second accented segment and secondary accent being located on the first 

accented segment as in (8) where primary accent is marked as 1 and sec­

ondary accent as 2: 

(8) a.~ 'elderly woman' 

b. d k6po kyaa mUk~l2i 'the woman's cup' 

If accent placement is one that places primary accent rather than weakening 

accent, and if the following convention is adopted: "when primary accent 

is placed in a certain position, then all other accents in the string under 

consideration at that point are automatically weakened by one", then the 

rule of accent reduction could be formulated as follows: 

(9) Assign primary accent to a primary-accented mora in the context 
1 
M····· ___ ·····J NP 

(In this rule k stands for n morA. w.ith primary ncc(>nt and t.hp da~h 
"Inr)jr~a.tRS thf:' position of the segment to whjeh thE' rulp applif'H.) 



Hull' \L)) wuulJ assign prllllury {i('eent.. tu Ii llrimury-aecentt!d frl.C;l'tI. which i:~ 

prt:'l't-"J{~lt by another pl'imary-act'l'llted mora in u Noun Phra::;t!. By the CCJfl­

Vent10Il that we stated above, the effect of' this rule would be to weaken 

the other accents in the striIlg to which the rule applies. Thus, the 

accents in (8a) would be derived as follows: 

(10) 

l. 

2. 

mukazi 

1 

2 

muku I u 

1 

1 

Original Accents 

Accent Reduction rule 

An approach such as the above, however, makes claims about Luganda 

phrases that cannot be fully substantiated, namely that the phrases such 

as the ones under investigation have segments with different degrees of 

stress. As far as we can tell, no distinction in degrees of stress 

exist in these phrases. What seems to be the case though is that once 

the pitch rises on the first accented segment, it remains high on all sub­

sequent segments until after the right-most accented segment when it drops 

to low. This means in effect that it would be a misrepresentation to con­

tinue assigning numerical values to our accented segments. Rather than 

having a rule such as (9), where primary accent is inserted on a particu­

lar segment with the effect of reducing the accent on all other segments 

in the stretch, the type of accent reduction rule that would be more 

appropriate for Luganda would be one which has the effect of making one 

element of a phrase predominant by eliminating the accentual phenomena 

elsewhere in the stretch to which it applies. The accent reduction rule 

may be formulated verbally as follows: 

(11) Delete the left-most accent in the context of M ..... JNP 

Thus, instead of the derivation (10) we would have the derivation (12) for 

the phrase .!!!!!.l kaz i muku lill. : 
(12) l. mukazi muku I u 

l. mukazi muku I u Original Accents 

2. muk~zi muku I u Accent Reduction rule 

In fact, the accent reduction rule deletes not just the first accent in 

a Noun Phrase but all accents occurring before the last accented segment 

in a stretch to which the rule applies. Furthermore, the accent reduction 



rule applies in a cycle, first operatiLg on the innermost brack.eted or 

smallest constituents in a stretch and "then on larger cons'tituents, 

until the maximal domain of the phonological rule is reached. Thus 

the accents in the phrase ~ kopo kyaa mukazi muku ~ 'the elderly 

WODl8ll'S cup', with the constituent structare shown in (13) would be 

derived as in (14): 

(13) NP ---------NP PP 

---------prep NP 

~ 
N N A~ 
I I I 

kikopo kyaa mukaz j mukulu 
'cup' 'of' 'voman' 'elderly' 

(14) kikopo kyaa mukazi mukulu 

l. klkopo kyaa mukaz i mUku I u Original Accents 
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First Pass through Cycle 

2. kikopo kyaa mukgzi muku I u Accent Reduction rule 

Second Pass through Cycle 

3. kikgpo kyaa muk~zi mukulu Accent Reduction rule 

First, accent is assigned individually to nouns and adjectives in the con-

struction. The accent reduction rule, operating on the next largest con-

stituent during the first pass through the cycle, deletes the left-most 

accent in the phrase NP [muk~zi mUkuluJ. During the second pass through 

the cycle, the accent reduction rule operates on the phrase NP [kikopo 

kyaa muk~zi mUkuluJ deleting the first accent in the phrase to produce 

NP [kiktpo kyaa muk~zl mukuluJ where there is only one accented segment. 

6.2. Accent shift. With a rule such as (11) having the effect of getting 

rid of the accent(s) to the left of the accent which is made to predominate 

in a phrase, and with the right ordering of the rules, the process of 

accent shift in Luganda may be accounted for by a rule which assigns 

accent to the final mora of an accented nOlm followed by a geni ti ve pro­

noun. If the accent shift rule, which is formulated verbaJly as (15) is 



made to operate before the accent reduction rule, then we would have a 

stage in our derivation when we have two accent morae on the noun before 

the genitive element. 

(15) Assign accent on the final mora of a noun in the context 

iiI ..... __ #]] GEN] NP 

(where M stands for an accent mora and the dash indicates the 
position of the item to which the rule applies) 

If, at this stage, the accent reduction rule is made to operate, then we 

would end up with only one accent as shown in (16) in accounting for the 

accent in the phrase ~ paapaa Ii 19aabwe 'their pawpaws t : 

(16) mapaapaal i gaabwe 

1- mapaapaal i gaabwe Original Accents 

2. mapaapaal f gaabwe Accent Shift rule 

3. mapaap~al r gaabwe Accent Reduction rule 

7. Pitch Assignment 

All the processes that we have dealt with in this paper are concerned 

only with accent and, although they affect pitch in the end, this is only 

indirectly. Both the accent shift and accent reduction rules are earlier 

operations in the grammar in comparison with pitch or tonal assignment 

processes which apply once the processes involving accent assignment and 

accent modification have operated. These are not the concern of this 

paper. Nevertheless, an outline of what they are is essential if only to 

clarifY how one moves from the accent modification processes to the 

actual pitch contours in our phrases. 

Pitch assignment rules required in the production of surface pitch in 

Luganda fall roughly into three categories, applying in the order given 

here: a) rules that insert pitch on particular segments of words or phrases, 

b) pitch spreading rules, and c) intonational rules. Prior to the appli­

cation of these rules, we need a rule or convention that automatically 

assigns high pitch to any segment specified as [+AccentedJ. Thus in 

deriving the pitch contour in the phrase ~ paapaal i I gaabwe the pitch 

assignment rules viII utilize, as their input, the output of (16) as 



illustrated in (17). The rules in the first category will insert low 

pitch on the initial syllable(s) of certain word forms utilizing both 

phonological and morphological information of the segments involved. In 

this case the class prefix is specified as low. Once the initial low 

syllable is specified, pitch spreading rules apply specifYing as high 

everything after the initial low up to the accent ed segment as high and 

as low everything after the accented segment. At this stage everything 

in the phrase has been specified for pitch, as being high or low. Finally 

the third group of rules, which are concerned with phonetic detail, will 

deal with problems of downdrift and will assign scalar values to segments 

already specified for pitch. 

(17) mapaap~a I r gaabwe 

l. mapaapaal ( gaabwe Low Pitch on Class Prefix 

2. mapaapaalf gaabwe High Spreading Rule 

3. mapaapaalf gaabwe Low Pitch Spreading Rule 

4. m~pHp~~,t ~~ ~ gaabwe Downdrift Rules 

8. Conclusion 

In accounting for pitch in Luganda words, the stage at which the lan­

guage ceases to be a pitch accent language and converts to a tonal system 

is reached quite early in the derivations since all that is involved 

here is the specification of the accented segment (if any). Once this 

is accomplished, the language ceases to behave as a pitch accent system 

and converts to a tonal system with tonal rules to account for pitch on 

segments other than the accented segment. In environments longer than the 

word, however, accounting for the pitch that is manifested at the surface 

level involves more processes typical of pitch accent languages: apart 

from specifying the location of the accented segment, we need, before the 

tonal rules can apply, both an accent shift rule and an accent reduction 

rule, thus providing evidence to suggest that the stage at which the lan­

guage switches from a pitch accent system to a tonal one is not as early 

f:l,S previously thought. 

Tn i nVPBtigating the nature of the various processes that. mOdify 

1V: (:"'n t, th1 H IJa.pAr hR8 oj 80 Ahown or revp.Rlcd cf'rtain charRt't.eri ~1. i ('1'1 of 
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(\t,,:-,~, ~ll'c)~·t:';:j;:;\.:'~; nut Ilf't'vil)\w1y l'vvl"uJt'd of' Uj()Ut~ht J i1t'Jy tI.I ul)t-I'ti't(~ jr. 

LL!~~;Ul~ia. ~;pt:"\'i t'll'ally, Wo;:,' hliVt' ohuWI1 that tile HeceutU&J HJJ1.Y,f::-·uI) uf aI) 

uttl:'!':;Ull.'t' to this l<:t,nguuge i::; (ktl::'r'milled ill SOIne nHilln~r by the surf&'Cf:: 

.,t:'Ul' tun' 01' the partil'ulur ut teraw ... :e Mel ttw.t, in general, the /:1.ccentu&J 

shal.lt:" at' a particular wlit such as a phrase, is determined by the inher­

ent ('omp1ex properties of its parts and the way in which these parts are 

('ombined, with similar rules operating on units of varying levels of' 

complexity. 
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MORPHOPHOllOWGICAL PALATALIZATIOII IR SOIJI'HERN BAlI'nl: 

A REPLY TO SEGMEJrrAL FUSION I 

Robert Y.. Herbert 
Ohio State University 

Most of the Southern Bantu languages exhibit a phonological 
process known as "Palatalization" whEreby sequences of labial 
consonant plus w are replaced by labialized (pre ) palatal 
fricatives or affricates, e.g. p + w ~ tJw, b + w ~ d,w . 
Similar alternations also occur before front vowels and the 
labiality of the palatals cannot be attributed to an under-
lying w Stahlke [1976J treats these alternations as 
cases of segmental fusion in which the labiality of the pal­
atals is derived from the labiality of the original stop con-
sonant, e.g. b + I ~ d3w After a brief examination of 
Stahlke's analysis, it is suggested that these alternations 
are not to be treated within the domain of phonological 
fusion but as morphopbonological, i.e. morphologically con­
ditioned, alternations. This suggestion is viewed in the 
light of various criteria put forward by Linell [1976J and 
Dressler [to appear] for determining rule status. The 
analysis of Southern Bantu palatalization is then set in a 
general discussion of a possible constraint on the theory 
of segmental fusion. 

1. Introduction 

In a recent article appearing in this journal, Stahlke [1976] takes 

issue with the segmental discreteness postulate of American structural 

linguistics, i. e. the notion that phonological segments are linearly dis­

crete. This notion has, as Stahlke points out, a much longer history, 

and it has been formally incorporated into the theoretical framework of 

generative phonology insofar as the form of phonological rules forces the 

lA working version of this paper appeared in Wiener Linguistische 
Gazette 14:12-40 (Working Papers of the Institut fUr Sprachwissenschaft 
der Universitat Wien). I am grateful to Herbert Stahlke, Robert J. 
Jeffers, and Professor Wolfgang Dressler for their comments on an earlier 
version of this paper which was presented in a seminar conducted by Prof. 
Dressler at Ohio State Uni versi ty, Winter 1977. Naturally, all oversights 
and analytical errors are my own responsibility. 



linguist to think ill terms of segments alone. Stahlke considers several 

cases where a purely segmental treatment of data is inadequate on both 

formal and explanatory levels. In these cases, he claims, it is necessary 

to recognize a phonological phenomenon whereby two adjacent segments fuse 

into a single unit, which unit segment shares properties of both. 

Certainly the notion of fusion (unification, coalescence) has long 

been recognized within the domain of suprasegmental phonology. For ex­

ample, a sequence of tones may be compressed onto a single segment. In 

this manner, a sequence of high tone plus low tone, if realized as a unit, 

becomes a single falling tone. SuprasegmentaJ. fusion is symmetrical in 

many systems so that the reverse sequence, low plus high, is realized as 

a rising tone. In the case of sequences of identical tones which are 

realized as a single unit, whether we need to make reference to fusion or 

deletion is really a moot question. Similarly, although perhaps more 

problematic from a formal viewpoint, there are numerous cases of vocalic 

fusion or coalescence which are cited in the descriptive literature where­

by, for example, /a+i/-+[EJ, /e+u/-+[oJ, /i+u/-+[yJ. 2 Bell [1971J provides a 

useful survey of processes which shape syllable structure. Three clearly 

related processes are subsumed under the general heading of Nuclear Fusion. 

These processes involve the collapse of two nuclei into one; the resultant 

nucleus may be long or short, have the quality of one of the original vowels 

or a compromise between the two, or maintain both qualities as a diphthong, 

e.g. Susu combinations of vowel-final nouns with suffix -i 

(l)a. /i,e,e/+/-i/-+[i,e,EJ 

b. /a/ + I-if ~ [EJ 

c. lu, 0, 0/ + I-if -+ (u~, o~, o~J alternating with [i, e, E:) 

Alternations between sequences of vowel plus nasal consonant and nasalized 

vowels are also cited by Stahlke as examples of segmental fusion. 

2The formalism provided by generative phonology does not adequately 
allow for cases of segmental fusion. In general, a transformational rule 
of the form AB -+ C is posited in such cases or else it is necessary to 
posit two independent rules which are formally coupled in some manner. 



Consonantal fusion, i.e. coalescence involving two consonants or one 

consonant plus another segment which results in a surface consonant, occurs 

much more rarely than either vocalic or suprasegmental fusion and has 

played a much lesser role wi thin the theory. 3 There are, however, convinc­

ing cases of such fusion, which are of two main types: i) those in which 

the resulting segment presents a sequence of articulatory events corre­

sponding to an original sequence of segments, e.g. prenasalized consonants, 

affricates, etc.; ii) those in which the resulting segment presents a super­

imposing of articulatory events, e.g. certain voiceless or murmured nasals 

which can be attributed to sequences of nasal plus h. 

Sasse [1976] examines several types of consonantal fusion involving 

two input consonants in the setting of a general discussion of multi­

columned matrices in phonological representation. Among the examples cited 

are long consonants which arise from a sequence of two identical consonants 

or two non-identical consonants, prenasalized consonants, glottalized con­

sonants, aspirated consonants, etc. Of course, the problem here is that 

segments which may be phonetically identical are sometimes underlying 

units, and in other languages these same surface units represent underlying 

clusters which are fused; the differentiation of the two types is often ar­

bitrary in analysis. 

Although cases of fusion between a consonant and non-consonant are 

cited in the literature, these cases are much less convincingly argued 

than those involving two like-input segments. Stahlke's most dramatic ex­

ample of consonantal fusion of this.type is that of root-final palatals in 

Tswana, a Southern Bantu language. In this paper, we propose to examine 

this case in greater detail and to provide a reanalysis of these data which 

does not make any reference to segmental fusion. The implications of this 

reanalysis will be discussed in Section 5· 

2. Stahlke's Analysis of Tswana 

The data concerning the root-final palatals in Tswana are as follows. 

'lrI'hf' '~XfUll[)Jf" (jf naHal lZRd vowPJs dOf"fJ not fit this schC'mn fnr t,\H) l't'H!h'IU';, 
l'Jrnt" t,flf' $),u,,'ly f1p.v/ofmLHI AtntUfl of' nHfHl.l-lty hns reppnt.ly hf'PIl ,'nlll'li \11\11 

1~'J',':t';(lfi ~:f'('()nd, t,h,: I'f'fllJJt,i'J'~ fjf'l';tflf'nt, in fl V()Wf'\. not. H ('IlIl!lPlllllll. 



The passive and causative verb stems are formed by suffixing the exten­

sions -iwa and -isa or -va respectively to the root. For many verb 

stems, alternate passive forms are possible: a form in which the full 

suffix occurs and a form in which -i has been deleted: 

(2) -b,," i wa/-b"nwa 

-rat iwa/-raha 

-rok i waf - rokwa 

« -b"na) 

« -rata) 

« -roka) 

'be seen' 

'be loved' 

'be sewn' 

The interesting forms are those which have root-final labial consonants; 

in the i-deleted forms, a complex series of consonant alternations occurs: 

-bopiwa/-botSwa 

-r"biwa/-r"d?wa 

-b"fiwa/-b"Swa 

« -bopa) 

« -r"ba) 

« -b"fa) 

'be moulded' 

'be broken' 

'be bOWld' 

These alternations include the following: 4 

(4) 

and 

have 

(5 ) 

p > tS 
ph> tfh 

b > ? or d? 

> or tfh 

m > or i'i 

Stahlke considers, but rejects, an analysis which palatalizes labials 

then deletes 

to accoWlt for 

bop + iwa 

botS iwa 

botS + wa 

by 

the 

a general rule which, he claims, the grammar must 

forms in (3), i. e.: 

palatalization 

i-deletion 

4Two points need to be noted here. There is apparently rather free vari­
ation in certain cases in the realization of the palatal alternate of b, 
which may be a fricative , or affricate d,. In fact, the verb ja may 
be [d,a, ,a, ja, dja, jaJ. The variants of f are morphologically deter­
mined: J occurs in the passive and some diminutives, tJh in the causa­
tive and certain front vowel diminutives. This distinction is discussed in 
later sections. The output alternations in other Southern languages which 
we cite are similar, though not identical, to these Tswana alternations. 



Among the problems with such an analysis is the fact that the palataliza­

tion process leaves intact those segments which we expect to be first 

palatalized, viz. alveolars and velars. Further, there is the formal 

problem posed by the fact that I-deletion, normally an optional rule, 

is obligatory only after palatalization has applied. 

Similar palatalizations also occur in the causative verb form and 

the diminutive of nouns. In these cases, the consonant which results is 

also labialized, but the labialization cannot be attributed to a follow­

ing w, as in the passive. The diminutive suffix is -ana/-ane, which 

historically began with a palatal glide *y or a palatalized velar 

fricative *y'f. Stahlke attributes to the historical palatal the alter­

nations: 5 

(6) 'pig/piglet' 

t iron/ sm. piece of iron' 
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kolobe 

ts h i p i 

lesap:> 

tsephe 

sefefu 

kolod3wane 

tshjtIwana 

lesatIwana 

tset I whana 

sefetIwhana 

'bone/ small bone t 

'springbok/springbok kid' 

'blind person/sm. blind person' 

These alternations are formally schematized by Stahlke as: 

5rhe transcription used by Stahlke is that of the official orthography; 
it has been modified to conform more closely with l.P.A. and that found in 
the standard reference works on these languages to facilitate comparison. 
Apart from the simple substitution of symbols, e.g. tJ for ts; ~ , ( 
for 0, e, etc., we have reordered the symbols used by Stahlke for 
labializ~d palatals with aspiration. Thus, ts~tshwana will be tran­
Bcri b~d ~s t 51St J whana in this paper. This reordering is in agreement. 
with 'I'lJ~ker [1929J B.lld others who note that the use of w in conjlll1ction 
with crmsonant symbols reprAsents e. unit articulation, not a gf'quence of 
~vents. LFlhi aJ i zat i on nInA throughout, the consonant whf'reas Rspi rat.ion. 
which js llnrr.)lJ.l1dAd, clearly followfl it. Thus, the I.P.A. transcripi,jon 
rtih] is prrJbably the moAt A,crurA.t:~ ~pprpAp.nt.ation; jt, is.not f"mployed ,... 
h""'r'" frJT t,yvygraphical n~A.AOn::l. rdml1R.rly, for typop;rRphH'fll reRsons. n 
is 11RPfj tJ, jndi(>lIltp t,hp. pA.IAt.al nAR.r:ti (Lr.A. ffll) ami q reprf"8f'nt8 tlw 
;"f\JFlt,SlI~lIIljvprJlA.r (>Jj~k. Tn nt,hpr eRRPS, WP fo]low tlH" t.rA.nfH' ri r,1.inns 
iF!-,c,-"J til .<t'jt,r.()r~, ()<'('IlBiflrtAlly moriifyinp; t.hpm t.o fit t,hi~ F!.f>nf"rAl 8\'tlPlM 

T'r.l:l pllft-JJPr If! prImArily R Y(lrk of IlhrAry rpRp.A.r{'h, All f'rrprn nf \lItPt 

j..,.,,'d!it1 j"fl "( dAtA "'r p my 'IWlI rf'H!,(Ht!{ibilil.y. 



,-I.' 

\ () ph i "' tJw" 
voict:'les8 high voi<'elt'88 
labial _palatal labialized 
aspirated vowel aspirated 
stop palatal 

affricate 

+ i "' d3w 
voiced high voiced 
labial palatal labialized 
stop vowel pdatal 

affricate 

+ y ~ t J w" 
voiceless palatal voiceless 
labial semi-vowel aspirated 
fricative labialized 

palatal 
affricate 

Palatalization always involves the deletion of the vowel or glide which 

conditions it, but labialization is not always attributable to a following 

w , e.g. /tshjpi + anal ~ tshjtfwana. Stahlke claims, therefore, that 

the labial consonant itself must be postulated as the source of labiali­

zation. Palatalization is not an assimilation process in Tswana; rather, 

it represents the fusion of two segments so that certain distinctive artic­

ulatory properties of both original segments are still present in the 

fused unit. 

3. Additional Background Data 

In addition to the language internal types of alternation considered 

by Stahlke, our reanalysis will make reference to the process of palatal­

ization within the framework of the Southern Bantu language group as a 

whole. Thus, in addition to determining the synchronic status of these 

consonant alternations within Tswana, our secondary goal is a preliminary 

reconstruction of the phonetic stages responsible for these alternations 

historically.G In fact, it will be shown that Tswana palatalization is 

GReference to phonetic processes in various other Southern Bantu lan­
guages, e.g. Pedi, is not intended to validate the analysis of Tswana al­
ternations which will be proposed. Rather, comparative evidence is cited 
here only to point to the historical naturalness of the developments which 
we propose insofar as intermediate stages are attested in closely related 



149 

closely related to processes of labialization and velarization in other 

languages of the group. 

3.1. Tucker's analysis of passivization. In his Comparative Phonetics 

of the Suto-Chuana Group of Bantu Languages, Tucker [1929] notes that 

palatalization in Tswana is a very old process related to labialization 

of consonants in other contexts. 7 He distinguishes labializaiton of noo­

labial consonants and labialization of labial consonants. The former 

process, also known as "back labialization", gives rise to consonants 

which are produced with rounded lips and the back of the tongue raised 

somewhat more than usual. Back labialized consonants are phonetically 

identical in most cases with consonants occurring before back rounded 

vowels. Front labialization is a more complex phenomenon. In Pedi, a 

Northern Sutho dialect, it affects labial consonants and effects their 

being produced with rounded lips and the middle of the tongue raised more 

than is usual. Tucker uses the I.P.A. symbol [~J to indicate this front 

labiality, although he notes that it is not so palatal as the French semi-

vowel [4] as in lui Also, it is important to remember that in both 

cases the semi-vowel symbols w and do not represent separate semi-

vowels pronounced after the consonants, but w- or 4-like elements 

running throughout the articulation. 

The corresponding process to Pedi front labialization is palataliza­

tion in S. Sutho and Tswana, i.e. front labialization is carried one step 

further in these languages. Instead of [f~, ~~, p~, p~hJ, we find [Jw, 

,w, tfw, tfw h]. Tucker cites the following comparative forms showing 

these correspondences [1929:79-80J: 

languages. While we claim that these stages do not occur in Tswana syn­
chronically as the alternations are no longer phonological in character, 
they do lend some credence to what appears initially to be a rather suspect 
ph(met,ic development,. Comparatlve evi.dence also points to the natural 
t11'"~vf~lrJP~nt of phonological rules :into morphophonological and morphological 
rlJJf~fJ whi(~h js dlseussf'd jn nection h. 

l'j'IJf'Y.f·,-'S w()rk Is Vf~ry llspfu.l I.IJflofar A.S t.he ('onROTHU1tg nrp ClHH't'l'lwd. 

[,'Jt, hi': in1,f>q,rf>t,nt,j(Jtj of' l/()wf'Jn in iPRfl t'plinblp. 



(8) Pedi S. Sutho rrSWWla 

bot4a bofwa bofwa 'be tied on back' 

4a~4a 4a3wa Hha3wa 'be stabbed' 

t huP4a t hot f wa t hot f wa 'be captured' 

4oP4 ha 40t f wha Hhotfwha 'be heaped up' 

~op4a botf wa botJwa 'be created' 

Unlike Stahlke, Tucker attributes palatalization of labial consonants 

in the formation of the passive to the extension -wa directly. Althougb 

he notes that the passive may also be formed by suffixing -iwa, the two 

are synchronically unrelated, i.e. one form does not derive from the 

other. Tucker's analysis might be schematized as: 

(9) bop + wa 

bop + 4a 

botJ + wa 

i.e. back labialization becomes front labialization after labial consonants, as 

in Pedi. The front-labialized consonant, in which a 4-1ike element is 

superimposed on the consonant, is palatalized and therefore receives sur­

face back labialization in Tswana and S. Sutho. 

3.2. Diminutives. Accepting for the moment the phonetic plausibility of 

an analysis such as the above, we still need to explain exactly those 

forms which lead Stahlke to his fusion analysis, i.e. those in which no 

underlying labial glide can account for the labialization of the palatal­

ized consonants. The diminutivization of nouns is phonetically more 

transparent in Pedi than in either S. Sutho or Tswana. The general suf­

fix is -ana/-ane, which functions in three processes to form the dimin­

utive, varying with the final vowel of the noun: 

(10) a. Ca + -ana/-ane. ~ Can a/Cane 

nova noyana 'snake' 

le~a le~ana 'dove' 

mpfa mpfana 'dog' 

b. Ci, Ce, CE + -anal -ane ~ Cjana/Cjane 

lent i lentjana 'string' 

mo4oki mo4okjana 'poor man' 



more commonly, however, palatalization occurs: 

morl ri morilana 'hair' 

llo~ale llo~a'3ana 'wisdom' 

tlwhene tlwhenana 'baboon' 

lenoQ lenonana 'vulture' 

leI up i {Iefutswana} 1 indicator' 
Ie uP4ana 

mo~ape mo4atswana 'herd' 

leyofi leyofsana 'palm of hand' 

kololle {kOI 0llzana } 'pig' 
kololl4ana 

c. Cu, Co, C::> + -ana/-ane .. Cwana/Cwane or C4ana/C4ane 

with labials 

kxhoyo kxhoywana 'fowl' 

maru marwana • clouds , 

leoto leotwana 'foot' 

kep::> kep4 ana • spade , 

kullu kull4ana 'hippo' 

leyapu {I eyap4ana } 'watermelon 1 

leyatswana 

In Tswana and S. Sutho, front vowel nouns exhibit palatalizat ion of 

stem-final consonants: 

(ll) Fedi ~ Tswana 

mori f ana moritshana moritshana 

llo4a'3ana bo4a'3ana boHha'3ana 

tlwheilana tswhenana tlwhenana 

lenoilana lenoQnane lenonana 

{I eJut swan a} mosutswana mol utI wana 
leJuP4 ana 

mo4atswana mo4atswana moHhatlwana 

{kolollzana} (kolobtnana) kolo?wana 
kololl4 ana 

I/!yr) f sana I e~ot SWhi'JIW lexoJwnna 

151 

h/'I y. ""WI'] :;t,l~mfl, Whjf~h rN'f'i v,. hnc'k Inhin.1 i?'.ntinn iTl l'f'1I1, nl"E' !lIlli' i'III'k 

1;,f,:"li/f,J jtJ 'I'::WfUIIi Iu,d ~;. ::ll!,llfJ. hilt. rl'ont. IHbiHli'l.nl.i(lll in ngnill 

"'1,:,01 II "',1,/, "Ir!.l", 



,l ~~ i.~ .. J.;..lli.~~ L~~ 

~"h.,,;;fl4 .... , J.""4 .... If.-,. 
ku~~,jn4 ku'SW.ofl4 "-v;,cwla 

{'''.''P'ldn4 } l4ih4,J."Od I QA.at J war,. ,,,y .. hnna 

It l~ im.i'0rt~ut t.:J !tott: t!ci:!l°t:' tt.I.G.t Hi.t:' .;..t.ialit,Y uf J.*latala; derived. 1'rca 

1l&bL'i.l (~onsonc;.l1ts (:1;I...{1 bt ~ttritutt:d tv &. ~t~.-t'iJ!k1 u. o. ;). T~ 

treat~nt of labid..l c(;nsoua.nt ;)tt'.B.S in UJII:' ;1iaiuutivt:: thl.AS }.>ti.TlILllels ex.aC'\­

ly the treatment vr l~biaJ.s in the .Pfi.$si V~. Soch &lJ &li&1Ici6 i6 not 

possible for the forma in (11)" However, Hote tb&t. t.h~ proct;'&i of front.­

vO\lel labializa.tion is such IIOre pervasive. it affects [J.ot. on!)' latia.l 

consonants, but all stem-final consowwts. TI.lUS, alvff!ulM.rs &Dd velars art' 

palatalized before i, e, € , but labial. are p&lat&lh .. d before all 

vowels except a The process of palatalization in tbe causative behaves 

similarly. This is an important distinction to which we shall return 

below. 

4. Reanalysis in the Setting of Southern Bantu 

The analysis which we shall propose for palatalization in Southern 

Bantu passives is that it is a morphophonologically conditioned process 

synchronically. That is, we agree with Tucker's ana.lysis of two supple­

tive extensions -wa and -lwa. 8 The -wa extension has, through the 

course of time, come to be associated with a series of complex consonant 

alternations. There is a great deal of evidence which suggests, however, 

that these alternations are no longer fully phonological in character as 

Stahlke claims, but rather are conditioned by category membership and 

juxtaposition with a particular morpheme. 

Doke [1967] points out that "palatalization" is actually a misnomer 

since pre palatals are used in most languages, although Xhosa exhibits 

8Meinhof [1932:45J also treats the two passive extensions as independent. 
He notes, however, that -wa is probably derived historically from *-Iywa 
We assume that the original distribution of -wa/-I wa among the Southern 
languages was that -Iwa occurred with monosyllabic stems. Its use with 
vowel-initial stems in Zulu is probably an innovation. 
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t,,)th palatals aud prepalatals. 'rhere il::l no doubt t.hat vala1..111ization 

ari::ws hh,toricully from a general incompatibility of' labial consonants 

a.nd w Comparati ve forms such as the following show the far-reaching 

effects which this incompatibility has had among the Southern languages: 

(13) Xhosa S. Sutho Shona Venda Tsonga Lenge 

*mu-ana uliana I)wana mQana Qwana Qwana mwanana 'child' 

*imbwa ind,a !2t fa imbya !!,bya mbjana Imbwa 'dog' 

*bu-ala ucwala d,wala byabya (halwa) bjala wadwa 'beer' 

Lenge, a Chopi dialect, conforms rather closely to the reconstructed 

forms in all cases. Xhosa exhibits palatalization in all three cases 

whereas S. Sutho has palatalization in the last two, but velarization 

of m in the first as does Tsonga. Shona and Venda have velarization 

throughout. The Tsonga forms mbjana and bjala show palatalized 

labials which recall Tucker's analysis proposed in Section 3.1. We note 

that, on its own merit, a process of tlpalatalization by wn would be ex­

tremely unnatural and suspect. 

Doke [1967:40J describes the complementary process of velarization 

as "an abnormal raising of the back of the tongue towards the soft 

palate (velum) instead of the usual slight raising effected in pronounc­

ing the velar semi-vowel w ." Velarization actually involves three sub­

components as the following examples from Shona demonstrate: 

(14) a. the substitution of a velar fricative or plosive for w after 

labial consonants: [pxa, bya, ml)aJ 

b. the insertion of a velar fricative or plosive between post-

labial pre-velar consonants and w [txwa, sxwa, rywaJ 

c. the maintenance of w after velar and post-velar consonants: 

[kwa, gwa, I')wa, nwaJ. 

The processes are similar, but less regular, in Venda. This pervasive 

velarization must be distinguished from what Doke terms "Velarization by 

Substitution", which is more widespread and effects the replacement of 

m (and occasionally Ii) by I') in passives, noun diminutives, and the 

prefix of some Class 1 and 3 nouns, e.g. S. Sutho: 



(15) roma rOl')wa 'send/be sent' 

sana sef)f)wa 'spoil/be spoiled' 

k"omo khof)wana 'ox/small ox' 

leleme lelef)wana 'tongue/s.r:nall tongue' 

*mu-etsi f)wetsi 'daughter-in-law' 

The patterning of nasals within the system of consonant alternations is 

discussed in Section 4.4. 

Dressler [to appear] makes a four-vay distinction among rule types 

which are appropriately represented on a scale: 

phonetic phonological morphophonologi cal morphological 

----------------------------------------------~~ 
1 2 

This contrasts with other theories which recognize only phonological and 

morphological components of a grammar. Phonetic rules are treated as a 

SUbcomponent of phonology, and morphophonology as part of phonology or 

morphology proper. Linell [1976J, as a reaction to the widespread use 

of phonological formalism for morphophonological and morphological pur­

poses, proposes that morphophonology is part of morphology. This follows 

earlier structuralist theories. The absolute distinction is difficult to 

maintain, however, as there are no unambiguous criteria which can be used 

to distinguish between the two. 

In very broad terms, we shall follow Dressler in distinguishing be­

tween phonological, morphophonological, and morphological rules as follows: 9 

phonological rules are of the form A~B/C in which both the change and the 

environment in which it occurs are phonetically plausible whereas morpho­

logical rules often involve quantal leaps and implausible environments. 

Morphological rules are often context-free in the sense that the rule can 

be stated without reference to any phonological environment although it 

occurs systematically wi thin a category such as [PLURAL]. Morphophono­

logical rules share characteristics of both phonological and morphological 

9Phonetic rules are the "automatic rules" of generative phonology. 



rul,,'::; ill that although tht'y $t:l've morphological t'wJ{.:tj (HI!:!, they may bt: 

(11<l1't.ially) plausible llhono.logil:al rules. 'l'hest:! disti'Jctio{Jf:> tire nut 

abs,,1lute. We ('ite below some types of evidence which are convt:nientJy 

useJ tv argue 1'01' the assignment of' a rule to a.ny Olle particular category. 

4.1. 8vidence for morphophonologi~ation: Passive. There are several 

types of evidence which could be cited in defense of a morphophonological 

analysis of palatalization in Southern Bantu. Among those criteria dis­

cussed by Linell [1976] and Dressler [to appear] is the phonetic non­

naturalness of the synchronic alternations. That is, although it is 

possible to recover the intermediate stages of palatalization, which 

stages are attested in various languages and dialects, synchronic alter­

nations of the sort p + i ~ tJw f T i ~ tJw h, etc. are phonetically 

radical and unnatural. Also, although the historical effects of pala­

talization and velarization are evidenced throughout the lexicon, the 

fact that they are synchronically associated with particular grammatical 

categories makes them good candidates for morphophonologization. That 

there are many exceptions and idiosyncracies in the workings of palatal­

ization also points to non-phonological conditioning. There is further 

a tendency among some speakers to use alternate suffixal forms which 

avoid palatalization. For example, Tucker [1929:81] noted an increasing 

tendency among YOWlger speakers of Tswana for passives with - i wa rather 

than -wa plus palatalization. The same tendency is exhibited in the 

formation of diminutives where a suffix -nana replaces -ana. In 

some languages, e.g. Tsonga, the -iwa passive has replaced -wa al­

most completely. It is important to note that -iwa replaces -wa in 

all contexts, not only after labial consonants. lO 

Another important type of evidence which points to non-phonological 

conditioning of palatalization is the association of the alternations 

laThe spread of -iwa and -nana at the expense of -wa and -ana 
follows Kury±owicz I general principle that the longer of two competing forms 
tends to replace the shorter. There are clearly other factors operating here 
which also contribute to an explanation of the extension/origin of the longer 
forms. 



with particular categories,. i.e. the alternations are indexical and act 

as a semiotic signal of category membership.ll There are tvo subtypes 

of this sort. First, there are examples where the palatal! zed consonant 

is added to the labial consonant rather than replacing it. Tucker, in 

his 1969 addenda to the 1929 edition, notes that there is a growing 

preference among Lesutho for forms such as bof J \ilia I ef I wa , t hopS wa , 

~opfwha , etc. over older bofwa, lefwa , thotfwa , ~otfwha « -bofa, 

-leta, -thopa , -ioph a ). That is, transparency of derivation is in­

creased by Buffixing Jwa to the verb stem directly. In some Northern 

Sutho dialects CZiervogel 1960), the morphologization of palatalization 

is demonstrated by the fact that w never occurs with the palatalized 

alternants: ba, pa , pha, fa become b,8, pIa, pI"a , fIa , i.e. 

~a or Ja are suffixed directly to labial stems although non-labial 

consonants show -wa: bopa, bopJa ; bofa , bofJa ; rata, ratwa .12 

The bilabial nasal does not follow this pattern as rna > 8wa roma 

rOQwa (cf. Section 4.4). Similarly in Tswa becomes bj even be-

fore -iwa, e.g. laba, labjiwa 'see, be seen'. 

Second, there are examples where the labial consonants are palatal-

ized even when they are no longer stem-final. Doke [1926:140] cites the 

following forms from Zulu: 

(16) 

bubisa « buba) 

lumisisa « luma) 

60Jelwa 

bud?iswa 

luiiisiswa 

'tie for' 

'kill' 

'bite hard I 

That is, even when other extensions intervene between the bilabial and 

the palatalizing -wa suffix, palatalization occurs. Obviously, it is 

not possible to salvage a phonological conditioning in these cases with-
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llHooper [1976:89] notes that the morphologization tendency is in part 
motivated by a desire to establish a one-to-one correspondence between sound 
and meaning, especially when there is an accidental close correspondence 
between an alternation and a particular grammatical category. 

l2Cole [1955:xix] notes a similar tendency in N. Tswana dialects. These 
tendencies not only increase derivational transparency, but they also more 
Cl()Bely mirror historical forms, e.g. ntJa 'd.og' (*mbwa) is mpsa, mpfa ; 
ntJhe 'r)Btr1ch' is mpJh a , mpsh a in these dialects. 



nativt" i~ td tn'l:il pati:::iivt.~ :::item:::; a:::i ::;yuelinmic oUlJpleljvet.:, all alJalyt;jp 

whi ... 'h i::> tl0t altugetht'r unattractive. 

'['ht,' tt.·ndell ... ~y to assoc iate these consonaut al terIlations wi tb partieu.­

lar gl'u.l!llliati~al l!ategories is demonstrated in several lliJlguages. For 

example, in Venda velarization is all active process only in the formation 

of passive stems. The pattern ot' diminutive formation is no longer by 

suffixation; even in the few forms with -ana which do survive, there 

is no consonant alternation. 

To summarize our analysis of passivization to this point: there are 

certain alternations between labial and palatal (or prepalatal) conso­

nants which occur when the extension -wa is suffixed to a verb stem, 

but not when an alternate suffix -iwa is used. The alternate suffixes 

are analyzed as formally independent units synchronically, i.e. -wa is 

not derived from -iwa via a rule of i-deletion. 13 Further, there are 

numerous facts which point to the morphophonological status of these con­

sonant alternations in many languages, including Tswana. It may be that 

conditioning is fully morphological in some languages, e.g. Zulu. There­

fore, we do not feel that Stahlke's fusion analysis of these alternations 

can be accepted. Morphophonologization of the passive alternations ap­

pears to have occurred in the Nguni group, the Sutho group, and in Venda. 

In the Tsonga group, these aJ. ternations have generally been lost through 

the spread of passivizaiton with -iwa. The situation with respect to 

velarization in Shona, which is not strictly speaking Southern Bantu, is 

13Stahlke [personal communication] has pointed out that the demonstration 
of the non-relatedness of -wa/-iwa is crucial to the arguments and analysis 
proposed in this paper. There are a number of factors which can be used to 
argue for such a formal independence. First, the patterning with monosyllabic 
stems mirrors other phonological developments which are directly conditioned 
by stress considerations. Evidence for the spread of an unrelated -iwa suf­
fix is supvlied by the parallels with the spread of the -nana diminutive 
suffix (see below) which cannot be derived by general rule. Further, there 
are cases where consonant alternations cannot be derived by general rules of 
i-deletion, e.g. *imbwa> ntJa in Sutho. There is also the more formal 
problem that i-deletion, a phonological rule, applies only at a morpheme 
boundary in certain grannnatical categories. We believe that a morphophono­
logical analysis of the alternations is more plausible than a fusion analysis 
which attempts to make them natural phonological phenomena. 



less clear, especially in the Zezur..l, Karanga, and Ndau dialect.s where 

either explosive [pka , bga , m~a] or fricative velarization [pxa , 

bya , m~a] occurs. In Manyika and Korekore dialects, the process is 

sharply diminished, to the extent of practically disappearing in 

certain areas where [pwa , bwa , mwa] occur. These facts are summarized 

in Table 1. 

11.2. Noun diminut ivizat ion. The second most frequent category in which 

the consonant alternations under discussion occur is the diminutive of 

nouns and adjectives. We have already mentioned, however, that in same 

languages, e.g. Venda, the typically Southern Bantu suffixation of -ana 

does not occur. As in the passive -wa/-lwa alternation, several lan­

guages also exhibit -ana/-nana alternations in which the suffixation 

of the latter avoids the series of consonant alternations. 14 The histor­

ical development of these alternations in the diminutive forms parallels 

their development in the passive. The problemstic cases discussed in 

Section 2 were those nouns which do not end in a back round vowel and 

which therefore have no source for the triggering of the palatalization 

process, e.g. Zulu: 

uphaphe uphaJana 'feather' 

iokaSi i~katJ ana 'ox' 

intaGa intatJana 'hill' 

intsumpa i nt sunt J ana 'wart' 

The important fact here is that palatalization of labials occurs irre­

spective of the final vowel. Rather than arguing for a synchronic 

analysis which postulates an initial glide *-yana , these forms point 

again to the morphological status of palatalization in Zulu. At the 

point where the phonetic conditioning was lost, the pattern of alter­

nations was extended to include all diminutive forms. Whereas the 
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14In most languages, the two diminutive suffixes are completely synonymous. 
However, in Tswand they are different in nouns referring to animals. -nana 
indicates an animal of small size whereas -ana refers to a young, immature 
IJ.nimal, e.g. pod I 'goat', pod I i'lane 'small goat', potsana 'kid'. 
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bilabial is &.lvays affe~ted in t.he passive, si!lce the underlying w 

which conditions the alternation is ~ c~ ~he rassive extension, the 

extension of palatalization ir.. 'tr ... e dis...iL.ut.i ve is hist.crica.l.ly unjusti­

fied. The extension of Ji6.ttern clearly indicates, however, t.hc:' morpho­

logical character of these alternations. 

Palatalization has been further extended in the formation of dimin­

utives in Zulu. Doke (1926) notes tl1at alveolar consonants are option­

ally affected: 

(18) t h > t h or 

d > d or d~ 

nd > nd or nd~ 

and and n are always affected: 

(19) > tI 
n > n 

(21) ut h" uthwana or uIwana 'thing' 

Islkhathl lsi khat hana or iSikhaIana 'time' 

I kat I I kat I ana 'cat' 

iml~fin" 1m "llf i nwana 'vegetables' 

Note that w is retained even if the alternation occurs as in uJwana 

and imi'!)f inwana It is perhaps significant that this extension of 

palatalization occurs in the diminutive, a category which is associated 

with palatal consonants in other languages, e.g. some Amerindian lan-

guages, some Slavic langnages, etc. The alternation also occurs in re-

duplicated diminutive forms: 

(21) Ind'5a 'dog' 

Ind'5ana 'small dog' 

ind'5anana 'very small dog' 

I nd'5anai'lana 'tiny dog' 

This situation must be distinguished from that which obtains in 

Sutho, Tswana, etc. where another type of pattern extension has occurred. 

Stems which end in back vowels follow the historical pattern described 

in Section 3.2, but palatalization has been extended throughout the front 



tl',' 

v L)W/:,' 1 sterns. Agtlin, this palatalizatiun differs from ttmt fuund in the 

pUos i. ve in that not only labial consonants are affected: 

(22) Sutho S. Sutho Tswana 

nare nat J ana natJana 'buffalo' 

kxha I e kxha')ana kxhaJ ana 'long ago' 

podi pot sane pot sane 'goat' 

lemati lemat J ana lemat J ana 'door' 

tswhene tswhenana t J whenana 'baboon I 

leno~ lenol)nane lenofiana 'vulture' 

lenoti lenotswhana lexoJwana 'palm of hand' 

se I epe se I et swana seletfwana 'axe' 

se40p ha se40t swhana set4h"tfwhana 'troop' 

thebe the')ana the')ana 'shield' 

kolobe (kolobenana) ko I o')wana 15 'wild pig' 

These are the same alternations which occur in the causative, in some 

Class 5 forms with prefix le-, and in a few perfect tense forms. 

This situation is rather complex as the actual consonant alternations 

are palatalizations due to front vowel, not to a w as in the passive. 

This explains why the whole range of consonants is affected, not only 

the labials. However, we still need to explain the labiality of the 

palatals which result from labial consonants as in kolo?wana 

lexofwana ,etc. It is the labiality of these forms which leads Stahlke 

to his fusion analysis, i.e. b T .... fw , etc. 

The explanation for this labiality lies simply in a contamination of 

the pattern of alternations, induced by front vowel palatalization, 

with the alternations which occur in the passive and elsewhere. That 

is, palatalization by w is an older process, and since speakers al­

ready needed to learn a complex series of alternations involving labial 

consonants which results in labialized palatals, the labiality of that 

15In fact, 
kolod,)ana' 

often has a non-labialized palatal alternant: kolod')wana-



series is extended to all palatals derived from labials, whether his­

torically justified or not .16 

Another fact which points to the non-phonological status of palatal­

ization is the number of exceptions to the process which occur. For 

example, in Zulu diminutives, some bilabials do not alternate: 

(23) impi impana 'arIDY' 
i simbo isimbana _ isimboana 'digging stick' 

There are far more exceptions in the locative (cf. Section 4.3) where 

palatalization does not occur when expected: 

(24) iziQkomo ezi I)komeni 'cattle' 

impEpho emphEphoen i 'medicinal 

i phuph" ephuf en i ~ ephuphoen i 'dream' 

and cases where palatalization occurs but should not: 

(25) igama 

iq"ma 

Egamen i ~ Egafien i 

Eqomen i ~ Eq"i'ien i 

'name' 

'basket' 

plant' 

The criterion of rule opacity is also used to distinguish morpho­

phonological and phonological rules. It is generally asserted that 

phonological rules tend to be transparent whereas morphophonological 

rules are opaque, i.e. they are superficially ambiguous. Morphological 

rules proper may be transparent or opaque. Thus, the substitution of 

labio-palatal affricates ff, pfh bofa, bofwa or boffwa; thopfwha 

or thotfwa represents a morphologization of a morphophonological 

process which increases transparency. 

The morphophonological alternations are opaque in two ways. First, 

in some languages distinct labial input segments have identical output 

alternations, e.g. Tswana ph and are tJh Second, the palatal 

consonants may represent underlying palatals or derived palatals, e.g. 

J FHI'his does not represent a rule merger since the rules are still formnJ l;y 
fjjajt,net. F~xf:lctly how these rules flrc to be formally reprf'spnted is n~)t, all 
jf;f-\ljI~ in thir-; pf.Lpt'r. (f'hf! qll~Rtj()n of formal representation if! R In.rp;f'l' 
t,YJ(·()rr·f,jr'nl IrHllJF> inv()ivinp; l.hf' gf'{)f'rni t.rpatmf'nt of ('ompl('x 1~f'p;mf'ld'll. 
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Zulu ind~ana (ind~a) 'small dog', intand~ana (Intambo) 'small string'; 

isitJana (isitJa) 'small plate', intatJana (intaSa) 'small hill'. 

Similarly, the derived palatals may have distinct sources in categories 

where the alternations have been extended: iQkofiana (iQkomo) 'small 

beast', inonana (inoni) 'small bird' as well as cases of underlying n 
However, the criterion of opacity is not a particularly strong one for 

determining morphophonological status. 

Thus, we claim that the process of diminutive formation in some 

Southern Bantu languages, especially within the Nguni group, is not a 

phonological process, but a morphophonological process. A good case 

could be made for fully morphological conditioning in Zulu where the 

alternations have been extended to include all no'Wl forms regardless of 

the stem-final vowel. Our analysis of nouns with back rounded vowels 

in 'l'swana, Sutho, etc. parallels exactly our analysis of passives in 

these languages. There is a similar tendency in both cases to avoid 

the palatalization by the use of an alternate suffix. However, the 

palatalization of all final consonants in front vowel noWl sterns is 

a formally unrelated phenomenon in these same languages. This front 

vowel palatalization occurs in ather environments in these languages 

where no change is exhibited in the languages of other groups. 

h.3. Other contexts for palatalization. Although the passive form of 

verbs and the diminutive of nouns represent the categories in which 

palntalization/velarization is most pervasi"~ in Southern Bantu, similar 

alternations are less regularly ex.lo)ibited in other contexts. Doke 

[1967 :91• J nott~S that palatalization als') occurs in some noW} formations 

in Zulu. particularly in Class 14., which shows the class prefix uSu-, 

e.g. : 

(26) uSu .,. ala .. ut J wal a 'beer' 
(;<h. utywala) 

uSu .,. ani ut Jan i • grass' 
(Th. utyanii 

umu .,. ana .. unana 'chUd' 

in which fOnDS So stem-initial vowel ca<l5eS the prefix-final u- to lOBe 

its syllabi.::ity ~j there'ty !.c elicit pe.lat.a.lization of the prefix la.bial 

conscnant. 



Palatalization also occurs in locative formations in certain lan­

guages which form locatives by suffixation. In these cases, labial con­

sonants are palatalized before back rounded vowels when the locative 

suffix follows, e.g. Zulu: 

(27) IsiSopho esi6"Ieni • grass rope' 

Islgubu esigud~ini • calabash I 

l~guSo e~gutIeni 'blanket' 

umlolll:) emloneni 'mouth' 

emlambo emlaiid~ni 'river' 

Similarly, in Ronga: 

(28) nome no~wen 'mouth' 

~khubu Qkhubyin 'feast' 

mombo mombyen 'fact' 

No alternation occurs before any other vowels or with non-labial conso­

nants. The pattern is thus exactly that of the passives and the diminu­

tive. In many languages, the locative is no longer formed by suffixation; 

in other languages, it is formed by a suffix which does not condition any 

alternations, e.g. in Venda, -ni is suffixed directly to the noun stem: 

(29) mulamboni 

mbudzini 

I from the river' 

Ion the goat t 

4.4. The patterning of nasals. It is necessary to address briefly the 

general question of how nasal consonants, particularly the bilabial nasal 

m , are integrated into the series of consonant alternations. The situa­

tion is least complex in Nguni where m participates as expected in pala­

talization, e.g. Zulu: 

(.30) luma luiiwa 'bite/be bitten' 

thuma thuiiwa 'send/be sent' 

umlolll:) emloflenl 'mouth' f(loc. ) 

IQkolll:) I Qkoflana 'beast' f( dim. ) 

As was mentioned in Section 4.2, palatalization has been extended to in­

clude alveolar consonants within the diminutive paradigm in Zulu. The 

palatal equtvalent of n is again the expected 11 : 

1,,5 



i,., l ) Inoni I tJird t 

imfent: imf£nand 'tJabooll' 

No :'>l-lt'cial rules are required to integrate l'alatalizatioll of n~6t1l8 

iuto the general schema of consonant alternations. 

In most of the Southern languages, however, we find that the 

equivalent of m is not n, but rather r) .17 Of course, in languages 

which exhibit velarization, as opposed to palatalization, this is the 

expected form, e.g. Shana pka, bga ,m~a which are derived historical­

ly from forms such as those found synchronically in some Korekore areas, 

pwa , bwa , mwa , via a single rule. A similar situation obtains in 

Venda where there is fricative velarization, except that the velarized 

equivalent of m is either r)W or the expected mr) : 

(32) luma luowa or lumoa 'bite/be bitten' 

In the Tsonga group, f)W is the normal development from mw , although 

the passive suffix -wa occurs only in Ronga: 

(33) kuma 

homu 

nomo 

kuowa/kumiwa 

hoowana 

nor)wen 

'find'/(pass.) 

'ox' /(dim.) 

'mouth' / (lac. ) 

A similar situation obtains in the Sutho group: 

(34) 'send' /(pass.) 

'ox' /(dim.) 

The range of variation occurring with m plus w sequences is also 

exhibited in comparative Class 1 and 3 noun forms, e.g.: 

(35) 

Xhosa 

S.Sutho 

Shona 

*mu-ana 

ufiana 

owana 

moana 

'child' 

17In some languages, is also velarized to Q, e.g. Tswana: 
'be conquered' fEna fEoowa 

sena sef)f)wa 'be spoiled' 



(35) cont. 

Venda 

Tsonga 

Lenge 

I)wana 

Qwana 

mwanana 

The problematic forms here are the Sotho, Venda, and Tsonga f)w, 

where we expect nw, mQ ,and mj respectively, based on the pattern­

ing of oral consonants. It is necessary in these languages to postulate 

an independent, possibly older, rule whereby mw .... I)w. There is no 

problem with the reconstructed phonetics of such a situation; similar 

rules occur independently in many languages outside the area. The fact 

that W patterns as a velar rather than a labial in such an assimila­

tion is mirrored in its development into velar fricatives and plosives 

in those languages with velarization processes, e.g. Shana, where we 

also find mf) as the alternate of m The assimilation rule in con-

junction with rules of palatalization and velarization thus accounts 

f'or all of' the alternations which we f'ind within the Southern group. The 

exact chronology of' development, including the question of whether mw -t 

DW preceded the development of' palatalization/velarization, is a topic 

for future research. 

5. Conclusion 

By way of summary, there are a number of' points which have been es­

tablished during the course of this brief paper. First, within the 

framework of the Southern Bantu languages, an attempt was made to dem­

onstrate that the com~lex series of consonant alternations traditionally 

termed palatalizations and prepalatalizations is no longer fully phono­

logical in character. The analysis proposed in this paper is that the 

processes of alternation are morphophonological in most languages; 

through the course of time these alternations have come to be associated 

with particular morphemes and grammatical categories. It is juxt.aposi­

t,jon with a particuJar morphpmp and m~mbershjp in a certain category 

W'hj'-~h rJ~tpnnines thA alternatjon syrwhronicRlly, though th(' alt('l'llA.-

t,jrHW r:rJUJd be described in pllrpL.v phonolop;ica.1 t£·~rm8. Tn somf' lang\Hl.g('~" 



tht' aLtt.'ruatlurui uccur context-fret: within a !m,l'tic:u.llir cattgury.1B 

Numervus type::> of evidew:e were eited iu defense of Budl an ana.Jysis 

whh~h included the many idiuByncracies and exceptions tu .lJalatalizatiun, 

the phonetic non-naturalness and opacity of the alternations, the non­

contiguous conditioning in some languages, the tendency for the alter­

nativn-determining suffixes to be lost in the course of time thereby 

eliminating the alternations, and the over-generalization of the process 

in certain categories, e.g. the diminutive in Zulu, so that the alter­

nation receives a fully morphological status. Additionally, there are 

other facts, relating to the non-transfer of these alternations to 

sequences of labial consonant plus W in foreign language learning 

[A. Nkabinde, personal communicationJ, the patterning of these alter­

nations in language games, and the possibility that sound symbolism 

may account for their spread in certain categories, which point to the 

non-phonological status of palatalization. 

It was demonstrated that the alternate passive suffixes -wa/-iwa 

in many languages are not synchronically derived from a single under­

lying form via a rule of i-deletion. The fact that both forms may 

occur in certain languages pOints to the spread of the -iwa form, 

which was originally limited to monosyllabic stems; this spread is 

possibly motivated by the desire to avoid completely the complex series 

of alternations. The development of an alternative diminutive suffix 

-nana is explained in similar fashion. The situation with respect to 

the decline of palatalization in the locative and other categories is 

more complex, but the result is the same, viz. the alternations tend 

to be lost through change. 

The history of palatalization in Southern Bantu parallels the gener­

al direction of change proposed by Dressler [to appearJ. That is, 

l8The difference between morpho(phono)logization and lexicalization of a 
phonological rule is that the latter does not occur with particular categories 
only. Thus, non-alternating palatals are relexicalized in such forms as Tswana 
lit J a (* i mbwa) 'dog', though these might be synchronically derived in.an 
abstract generative analysis. 



phonological rules become morphopbonological rules which may ultimately 

become morphological rules. Qf course, in Ir.B.Ily developments a phono­

logical rule does not pass through So morphophonological stage in be­

coming morphological. Morphological rules are phonologically context­

free; there is a tendency for the opacity of morphophonological rules 

to be lessened in morphologization as vas seen in the example of labio­

palatal affricates tJ, b3 , etc. 

The particularly problematic cases in Tswana examined by Stahlke 

were shown to involve two distinct series of palatalizations. The 

second of these, which is of a differt.:'nt nature than "palatalization by 

w", occurs in the causative, with front vowel stems in the diminutive, 

etc. The fact that labial consonants give rise to palatals with labial­

ity led Stahlke to a fusion analysis since there is no underlying w to 

explain the labialization in these cases. However. we proposed that the 

labialization in these cases is to be explained by reference to the older 

series of consonant alternations, which do involve an underlying w or 

back rounded vowel. That such a contamination could occur points again 

to the non-phonological status of the older series of alternations. 

The reconstructed phonetics of palatalization needs to be worked out 

in much greater detail than the sketch presented within this paper. We 

also need to establish the relative chronology of palatalization and the 

rules with which it interacts and to determine, for example, whether the 

nasal assimilation rules m -t I) / __ w in Sutho, Venda, Tsonga represent 

shared or parallel innovations. While it may be possible to find satis­

factory answers to the above questions, there will remain the most impor­

tant question of why incompatibility between labial consonants and w 

developed originally. The issue of actuation is, of course, one of the 

most vexing issues in any historical study. 

Although we feel that a fusion analysis cannot be accepted for the 

palatalization of labials in Tswana or most of the Southern Bantu lan­

guages, this paper does not claim to cast any doubt on the general valid­

ity of the process of phonological fusion. As was stated in Section 1, 

there are numerous cases of vocalic and suprasegmental fusion which seem 

particularly well established. Cases of consonantal fusion involving 

two eonBonants also exist, but they are less frequent than the above types 
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and are often less convincingly argued. The issue of consonantal fusion 

is examined in some detail in Herbert [19'77]. What does seem question­

able at the present time is that fusion of segments which do not share 

any major class features might occur. For example, Stahlke's analysis 

of Tswana data involves a fusion of underlying consonants and vowels. 

There are, of course, numerous cases where glides fuse with both conso­

nants and vowels in various languages. This is fully expected since 

glides exhibit properties of both consonants and vowels. For example, 

Sasse [1976J notes that certain palatalized consonants arise from 

sequences of consonant plus palatal glide and that· some labialized 

consonants derive from sequences of consonant plus w. In this respect, 

the palatal consonants which we have examined in this paper do represent 

a fusion since, as was mentioned in Section 3.1, the labiality runs 

throughout the consonant articulation. However, this is a very differ­

ent type of fusion than that proposed by Stahlke who accounts for the 

palatality of these conson8J1ts by the fusion of a labial consonant with 

a palatal vowel or glide. None of the coalescence processes surveyed by 

Clements [1976], apart from a citation of Stahlke's Tswana analysis, 

involve fusion of opposing major classes. The fusion of segmental and 

suprasegmental units, e.g. tones, nasality in some languages, etc., is 

a fusion of a very different sort; it may be best to regard this phenom­

enon as a tlformal association". Many more cases need to be examined be­

forp this limitation on segmental fusion can be considered established. 

It is presentee here as a profita"!)le L..irection for further research. 
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CONSONANT TYPES, VOWEL HEIGHT AND TONE IN YORUBA* 

Jean-Marie Rombert 
University of California, Los Angeles 

Consonant types perturbate pitch in Yoruba, as they have 
been shown to do in non-tone languages. Such perturba­
tions may serve as one source of "tone-splitting" in lan­
guages which already have tone. Average fundamental fre­
quency of a given tone in Yoruba varies according to vowel 
height. The fact that average pitch differences for 
vowels bearing low tone is smaller than for those bearing 
high tone is evidence against a simple-minded version of the 
"tongue pull 11 theory as an explanation for the correlation 
of tongue and pitch height. Tonogenesis and tone-splitting 
would not be expected to arise from the vowel height/ 
fundamental frequency correlation since this "steady state" 
correlation lacks the perceptual saliency of the perturba­
tions caused by consonant types. 

1. Introduction 
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In this paper I shall address myself to three different issues: conso­

nant types, vowel height, and distribution of tones. In the first part, it 

will be shown how a voiced vs. voiceless consonant can affect the fundamen­

tal frequency of the following vowel depending on the tone of this vowel. 

In the second part, the intrinsic pitch of vowels as a function of tone will 

be investigated; the relevance of these data for rejecting or accepting 

current theories of intrinsic pitch of vowels and theories of tonal develop­

ments will be examined. Finally, it will be suggested that it is often the 

case that other cues than steady state fundamental frequencies are used to 

identify tones. The so-called Yoruba low level tone which is realized as a 

If"JW falling tone, at least in some environments, i.s A. good examplf> 0[" this. 

*r W()lJlrI 1 ikF> t,r) thank ft. HymATl, ,r. Ohnla. W. l.ehen anli the mf'mhprs 
c"f t,rlP UCLA f,'JrJe ~.j~min8,r for t.tJPir hf'\pflli rommpnlR Alld 8uggf'stiollR l)tl 

tJ t··, p~r)""'r. r .q.}f5() want, \'0 t.hA.nk A. HR.mgh()~(', B. EIIlRhf', M. l,inllRu FlIHl 

',Ii I J i rl.mr·:C!fl r'Jr t.h(' i r h(' I ~I WhNI I WAR ('f) II ('('t. i nil, my (lntA nt lin i v('n~ i t.v 
',,1 ".'1,jl]f" ,ij.,1f~riH. Arl p:1.rl if>r vf:r'f;l()U ()r LlliR ~lfl"t'I' WRf~ r'P1ld At lhf' 
'"f, "1' ("rrr>r,r-r 'Jff J\fl'/"nn LlrJlrld~'t.i(·'1, ('{llllmhll:" ()lll". AI'111 1\)/', 



1n all earlier study lllomht~rt l<)'((;uj, five American ul)eakers wer~ a.sKf:::d 

to eeau a word list consisting of' tell tokens of each test word arr&,nged in 

random order. These test words were 6 CV nonsense words using the conso­

nants Ip, t, k, b, d, g/. Only the vowel [iJ was used since I was not in­

terested in variations caused by vowel height in this experiment. With a 

reference point at the onset of the vowel, FO values were measured at the 

onset and 20, 40, 60, 80 and 100 msec after this onset. Under these condi­

tions. data presented in Figure 1 were obtained. As to be expected, the 

largest differences between the two curves, obtained respectively after 

voiceless and voiced consonants, were found at the vowel onset, with these 

differences decreasing as time increases. A statistical analysis 1 of 

these data showed that these two curves were still significantly different 2 

at 100 msec after vowel onset. 

In the second part of this study using synthesized stimul·i I showed that 

these intrinsic perturbations can be perceived even when they are only 60 

msec long. In relating these perceptual data and the production data to 

each other, we can see that there is an overlap of at least 40 msec between 

the time we start hearing significant differences and the time these differ­

ences cease to be significant. 

These experimental data validate and explain the well-attested develop­

ment of tone due to the loss of some voicing distinction in prevocalic po­

sition [Brown 1965; Chang 1973, 1975; Haudricourt 1954, 1961; Hombert 1975, 

to appear; Hombert, Ohala and Ewan 1976; Matisoff 1973; Mazaudon forthcomingJ. 

Tone systems are not static. A language can acquire tones and then in­

crease the complexity of this tone system but it can also decrease the 

number of its tones and ultimately become non-tonal. These two processes, 

acquisition and recession of tones, have been termed tonogenesis [Matisoff 

1970, 1973) and tonoexodu5 [Lea 1973). Cases of tonoexodus are rare 3 and 

it is not clear what the intermediate historical stages between the tonal 

and non-tonal stages are. 

1 Analysis of variance followed by Dllllcan I s test. 

2Wi th a 1% confidence level. 

3Some cases can be found among Eastern Bantu languages. 
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120 
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time 

100msec 
Figure 1: Averaged Fo of """,e1o after voiced and voiceless stop. (from 

Hombert. 1976a) ([ p 1 re.presents the voiceless stoP" and [~l 
"presents the voiced stops) 



In the l'aSe of LOllogt:'nesis, Lh~ eUU!ldete "seenarloll i8 well attested. 

'fhe dt"velopment of eontrastivt~ tones OIl vowels due to the luss of l1 

voicing distinction on obstruents in prevocalic position is probably thE' 

most well-docl.W1ented type of tonogenesis. When such a development occurs, 

a relatively lower pitch register develops on vowels following the pre­

viously voiced series and a relatively higher pitch is found after the pre­

viously voicless or voiceless aspirated series. Phonetic studies by House 

and Fairbanks [1953], Lehiste and Peterson [1961], Mohr [1971], Lea [1972, 

1973], Lofqvist [1975] and Hombert [1976a] show how a voicing distinction 

in prevocalic position can affect the flUldamental frequency of the follow­

ing vowel. 

Unfortunately, all these phonetic studies are based on non-tonal lan­

guages. Thus, they can explain how a non-tonal language can acquire two 

tones from the loss of some voicing distinction in prevocalic position 

but we do not have any strong basis for believing that these data can be 

extended to languages which are already tonal. Namely we do not know what 

the behavior of voiced or voiceless consonants is going to be at different 

frequency registers. Is a voiced consonant still going to affect the onset 

frequency of a vowel with low tone? Is a voiceless consonant going to per­

turbate the frequency of a high tone? 

In order to answer these questions, two Yoruba subjects were asked to 

read4 a word list of 42 CV tokens (2 consonantsS x 7 vowels x 3 tones) put 

in the frame: 55 GV soke6 (' say CV louder I). Each token was read five 

times. The results are presented in Figure 2. On this graph each point 

represents the average of 70 measurements (7 vowels x 5 repetitions x 2 

4The recording was done at University of Ibadan, Nigeria, and the data 
analysis was done partly in the Phonology Laboratory, Uni versi ty of Califor­
nia, Berkeley and partly in the UCLA Phonetics Laboratory. 

SOnly two consonants [kJ and [gJ were used in this experiment to 
represent voiced and voiceless stops. Recent data seem to indicate that 
velar stops have a more important perturbatory effect on the FO of the 
following vowel than other stops [Hombert and Ladefoged 1976; Meyers 1976]. 

6The three Yoruba tones are represented as follows: High Tone' 
Mid Tone 
Low Tone 
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Figure 2: Influence of prevocalic voiced and voiceless stops on the 

fundamental frequency of the three Yorub. tones (2 subjects) 
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subjects). The thin lines represent the fundamental frequency of vowels 

after [kJ or [9J. The wide lines represent the average FO after voiced 

and voiceless velar stops for the three Yoruba tones. 7 

My purpose was to compare the effect of voicing contrast at different 

frequency registers. From the data presented in Figure 2, three points 

should be emphasized: 

1. The perturbation caused by a voiced consonant on a following high 

tone or by a voiceless consonant on a following low tone is greater than 

the effect of these two series of consonants on a mid tone. 

2. The effect of a voiced consonant on a high tone is greater than the 

effect of a voiceless consonant on a following low tone. 

3. The duration of the perturbations caused by prevocalic consonants on 

the ftrndamental frequency of vowels is shorter in a tone language (Yoruba) 

than in a non-tonal language (see Figure 1). 

It is interesting to point out that these results are in agreement with 

Gandourts (1974) findings in his investigation of "Consonant types and tone 

in Siamese. It Gandour found that a shorter part of the vowel was affected by 

the preceding vowel (about 30 msec for voiceless consonants and about 50 msec 

for voiced consonants). It seems that there is a tendency in tone languages 

(which does not exist in non-tonal languages) to actively minimize the in­

trinsic effect of prevocalic consonants probably in order to keep the differ­

ent tones maximally di fferent ppyceptually. 

3. Intrinsic Fundamental Frequency of Vowels 

In the second part of this paper, I shall address myself to the issue 

of intrinsic fundamental frequency of vowels. Essentially, four theories 

have been proposed to explain why highS vowels have a higher intrinsic funda­

mental frequency than lower vowels. 9 

7When the Fa values after voiCed or voiceless stops were too close to 
the average value (wide line), they were not represented on Figure 2. 

SHigh refers to the tongue-height parameter (or more accurately low 
first fOrI.aut v.uue). 

'See Atkinson [1973] and Ohala [1973a] for a more detailed review of 
these di fferent theories. 
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The first theory, proposed by Taylor [1933] and adopted by House and 

Fairbanks [1953] is called the "dynamo-genetic fl theory. Taylor claims that 

the muscular tension of the tongue, required for the realization of high 

vowels, is transferred to the muscles of the larynx "via a kind of sympa­

thetic resonance or radiation. 1I This is not a viable theory anymore, since 

we know that electrical insulation in muscles and nerves is good enough to 

prevent serial contraction of adjacent muscles triggered by osmotic spread 

of excitability [Atkinson 1973]. 

The second theory presented by Mohr [1971] relates width of the pharynx 

and pressure build-up behind the point of constriction to explain the funda­

mental frequency differences between low and high vowels. Since the width 

of the pharynx is about one-fourth as big for low back vowels as for corre­

sponding high vowels, Mohr tries to relate smaller cavity and constriction 

further back with higher supraglottal pressure, leading to smaller pressure 

drop across the glottis and consequently lower fundamental frequency. Un­

fortunately Mohr's data do not support his theory. In any case, as Ohala 

Cl973a] mentions 

" ... the air flow during vowels is rapid enough and the magnitude 
of the pressure small enough that whatever back pressure is caused 
by the vowel constriction will be manifested equally rapidly for 
all vowels." 

The next theory, known as the source/tract coupling theory, was first 

proposed by Flanagan and Landgraf [1968]. This theory assumes a possible 

coupling between the vocal cords and the vocal tract so that a low first 

formant (characteristic of high vowels) would attract and consequently 

raise the fundamental frequency. This sucking effect does not occur when 

the first formant is further away from the fillldamental frequency (as it 

is in the case of low vowels). The intrjnsic pitch difference between low 

I3I!d high vowels would then be explained. Unfortunate.ly, predictions made 

by this thpr)ry do not rpcpiVf' pmpirif'nl support. Tt would predict, for 

Inst8.nc p , that thA dj ffArf'nCp in pitch bf'tWf~f'f1 high and low vowels woul\l 

rJ~ rf,rJIJf:erJ whpn Rppaking with ,q, hrl ium·-flir mixture (Riner a property ('1' 

h,d ilJm (,r ()t,hpr I ip:ht, gR.AeF> is to raisf' f()]'m,qlltR find ('ntlf;pqlwntly 1\1 in-



'l'ht,' t0Ilgue pull theory LLu,it'l'uged lY64; Lehi~tl: lY'(UJ is Lb..s~d on tfJl-_ 

(;l:::-'SlUllpti011 thti.t whell tht:' tougue i:..; iu high vusjtiuu fo!' the r~f:.tJiztl.ti(jn of 

high v0wt:~ls, it exerts an extra tension transmitted to thE:: larynx viti ttl!:: 

hyoid bone. This vertical pull increases the tension of the vocal curds 

[0hala 1972J and gives rise to a higher pitch for these high vowels. Thi::; 

theory ran into great difficulty when Ladefoged et al. [1972J provided 

data showing that tongue height and hyoid bone height were inversely pro­

portional. Ohala [1973a] admits that such findings show that the pulling 

is not done through the hyoid bone but he maintains that the tongue pull 

theory is still a viable theory provided that the pulling. is done through 

other tissues. 

I would like to show in this paragraph that tone languages such as 

Yoruba can bring some very useful data in this controversy. If we assume 

a correlation between larynx height and Fa COhala and Ewan 1973; Evan and 

Krones 1974], it seems that the tongue pull theory would predict that the 

Fa difference would be smaller with vowels realized with high tones as 

opposed to vowels realized with low tones. Since the larynx is in higher 

-posi tion for high tones than for low tones, we expect that the tension ex­

erted by the tongue will be less. This assumes a linear relationship be­

tween tension and larynx elevation (which would have to be tested). Figure 

3 displays the averaged fillldamental frequency values of the 7 Yoruba vowels 

depending on the tone illlder which they were realized. The measurements 

were made 100 msec after vowel onset. Each point is an average of 20 

tokens (2 consonants x 5 repetitions x 2 subjects). From these data it is 

clear that the prediction made by the tongue pull theory is not verified; 

in fact the opposite is found, namely that the fillldamental frequency dif­

ference between high and low vowels is more pronounced with high tone than 

with low tone. The same type of data were obtained from American English 

speakers CHombert 1976dJ who were asked to produce vowels at three different 

Fa levels. 

Although it is obvious that more data are needed before refuting either 

the tongue pull theory or accepting the source/tract coupling theory, the 

data I just presented seems to be difficult to account for by the tongue 

pull theory. 
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'rhe second point 1 would like to discuss with reslJeet tu intrinsic 

pitch of vowels has to do with tonogenesis. Phonetic studies indicate 

that the intrinsic perturbations caused by prevocalic consonants on the 

pitch of the following vowel are of about the same order of magnitude 

as the intrinsic differences depending on vowel height. Lehiste [1970J 

mentions 

"the influence of an initial consonant could counterbalance the 
influence of intrinsic pitch: the average for /~i sequences 
was 171 Hz while that of /gi / sequences amounted to 170 HZ." 

Pilszczikowa-Chodak [1972] suggests that tone assignment of verbs and 

noun plurals in Rausa is largely predictable from the height of the 

final vowel: a high (vs. low) final vowel predicting a high (vs. low) 

tone. This analysis, however, has been criticized by Rausa scholars 

[Newman 1975; Leben and Schuh, personal commtulicationsJ. It seems 

that Middle Chinese words with checked tones, i.e. p, t, k endings, and 

voiceless initial consonants developed a relatively lower tone when the 

vowel nucleus was raJ than when it was raJ [Baron, in preparation; Pulley­

blank 1970-1]. In some Cantonese dialects, this tone development has 

sometimes been analyzed as originating from a length contrast. In the 

Omei dialect of Mandarin, two tones rearranged themselves depending on 

vowel height, the Itnewlt high tone regrouping high vowels [Baron, in prep­

aration; Cheung 1973J. In Ngizim [Schuh 1971J and in Bade, the tone 

patterns of verbs are partially predictable from the vowel of the first 

syllable; if the vowel is raJ, the verb will have a high tone. These 

historical data do not suggest that the development of contrastive tones 

from vowel height is a widely attested process; furthermore, the reverse 

direction of interaction (i.e. low vowels giving rise to high tones) as 

observed in Ngizim and Bade seems inexplicable phonetically. It would 

seem reasonable then to find an explanation for the infrequency of this 

type of effect. 

First I want to show that different loudness levels cannot explain 

this asymmetry between the two potential possibilities of tonal develop­

ments: 



We know that low vowels are perceived as louder than higher vowels 

[Fant 1960J and we also know that loudness can affect our perception 01' 

pitch. If we can show that the produced intrinsic differences between 

high and low vowels are not perceived because of factors (such as loud­

ness) affecting our perception of pitch, then we would have an explana­

tion to the question of why languages do not develop tone from these 

intrinsic fundamental frequency di fferences. 

Although the magnitude of the effect of loudness on pitch differs 

from one study to the other [ZurmUhl 1930; Stevens 1935; Snow 1936; Cohen 

1961J, it is generally accepted that the effect of increased loudness 

(if any) (see Cohen [1961]) will be to lower the pitch (at least within 

this frequency region). Thus, this effect will lead to an increase in 

the pitch difference between high and low vowels and would make it more 

difficult to explain why tone developments based on these differences did 

not occur historically. In fact, instead of comparing the overall ampli­

tude values of vowels just by stating that low vowels are louder than 

high vowels, it would be more appropriate to compare the amplitude values 

of different vowels within the frequency region relevant for pitch dis­

crimination. It has been shown [Plomp 1967J that the frequency region 

aroWld the fourth harmonic is more important for pitch perception than 

the fundamental frequency region. Under the best conditions (around 300 

Hz), high vowels are 10 dB louder than low vowels [Fant 1960]. This am­

plitude difference is not enough to coolcel out the intrinsic differences 

obtained in production. Thus, this explanation based on loudness is not 

satisfactory . 

The second suggestion I want to propose is based on the well-known 

fact that whatever the sensory modality, our auditory mechanism is more 

sensitive to a signal varying from state 1 to state 2 (with a variation 

~S = 82 - 31) than to a static difference between the same two steady 

states Sl and S2 [Whitfield and Evans 1965; M¢ller 1973]. If we apply 

this principle to pitch perception we can tmderstand why tones develop 

from prevocalic consonants (where the intrinsic effects are realized as 
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f'.'1 tbf~r rising or falling contours) but not, from vowel height diffC'renc('s 

('''h'~r~~ th~ j ntd ns! c di rfcrcn('Ps nn~ in Lrrms of stpacty statf' (\i. fff'rPtlcps) . 
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A third possibility is that our perception of pitch of vowels is 

affected by vowel quality. Since intrinsic pitch and vowel quality are 

always associated for a given vowel (as opposed to the case of conso­

nantal perturbation where the consonant can be removed) it is possible 

that the pitch of a high (vs. low) vowel is lower (vs. higher) than its 

intrinsic fundamental frequency as a result of a process of normalization 

done by our auditory system. If this is the case, the pitch differences 

between low and high vowels would be smaller than their fundamental fre­

quency differences and this would account partially at least for the 

lack of development from vowel height. This last hypothesis was proven to 

be correct in a recent study [Rembert 1977] in which it was shown using 

synthesized stimuli that listeners consistently judged the high vowels [j] 

and [u] to be lower in pitch than the low vowel [a] although their actual 

fundamental frequencies were identical. 

4. Distribution of Tones 

It has been shown that if we consider intensity and frequency as two 

independent parameters, about 350,000 different pure tones can be discrim­

inated by the human ear over the whole auditory area [Stevens and Davis 

1938; Wever 1949; Licklider 1956; Winckel 1968]. About 1500 of these tones 

are discriminated from pitch differences only. The fact that it is very 

rare to find tone languages with ten or more distinctive tones can be ex­

plained by the following reasons: 

-- the amplitude parameter is not completely independent of the fre­

quency parameter in speech [Hombert 1975]; 

the fundamental frequency range is a much smaller range than the 

audi tory range; 

--the most important point is the difference between discrimination 

and identification. In contrast with our amazing ability to decide if 

two tones presented successively are similar or not, our identification 

ability, i.e. our ability to identify and name sounds, is rather poor. 

For speech and music it has been estimated that a trained listener can 



identity about 50 sounds presented individually. Winckel [1938J indicates 

that fluctuations of less than 20 Hz are imperceptible, in noise, i.e. in 

everyday situations. lO Figure 2 indicates that the three tones in Yoruba 

are from 20 to 30 Hz apart. 

Pollack [1952J shows that a maximum of five level tones can be dis­

tinguished under laboratory conditions ll (when loudness cues have been re­

moved) . 

Few languages have been reported as having as many as five level tones 

[Longacre 1952]. In fact it seems that the more tones a language has the 

more likely this language will make use of other cues than steady state 

fundamental frequency to identify some of the tones. 

It has been shown by Pollack and Ficks [1954J that our auditory system 

is more efficient, i.e. transmits more information, at processing a stim­

ulus with multiple encoding, i.e. more than one cue is used, as opposed 
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to the processing of the same amount of information using a more sophisti­

cated coding of only one parameter. This finding can be applied to pitch 

perception indicating that secondary cues such as loudness, duration and 

direction and speed of change, and phonation types are likely to be used in 

order to facilitate our tone identification (Hombert 1976dJ. From Figure 2, 

we can see that the so-called tllowtl tone in Yoruba is in fact a falling 

tone. The fact that the falling contour is a more important cue than the 

FO level has been shown by LaVelle [1974J and Hombert [1976cJ. LaVelle argues that 

Yoruba has a rule which lowers a low tone in phrase final position. I propose that 

the tlunmarked" realization of the Yoruba low tone is in fact a low falling 

tone and that the falling tone is realized as a low level tone when followed 

by a non-low tone, i. e. when followed by either a mid or a high tone. When 

a low tone occurs in isolation or in final position, it is realized with 

10 20Hz is probably an overestimation considering on the one hand the 
richness of certain tone languages (in terms of number of tones) and on the 
other hand the m~ximum frequency range of vocal cord vibrations. 

11pr)11ack's p.xperiment WIlS done using a 100-5000 Hz frequency range, 
but hjg rjA..ta show that thp number of identifiable tones is neglir,ibly 
nff~r:t,F>fl by a JowArjng of the uppf'r Jjrnit or the frequency ranF,f' , 
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its more distinctive perceptual characteristics; when it is followed by 

a higher tone, articulatory constraints (the complexity of going down 

for a falling tone and then up for the next tone) take over and the low 

falling tone is realized as a low level tone. But in this environment 

perception is made easier by the following tone which can be used as a 

reference for comparison. It has been shown by Han and Kim [1974J that 

tithe pitch information in the neighbouring syllables serves as a basis 

on which the retrieval of the phonemic status of a tone is made." 

5. Conclusion 

In this paper, I have shown: 

1. How the three Yoruba tones were affected by voiced/voiceless conso­

nants in prevocalic positon. Voiced consonants have a greater effect on 

high tones and voiceless consonants on low tones~ The duration of these 

perturbations is smaller in Yoruba than in a non-tonal language such as 

English. 

These data show that an already existing tone system can multiply the 

number of its tones if the voicing contrast in prevocalic position is to 

disappear. 

2. The fact that the intrinsic FO differences between high and low 

vowels are smaller when these vowels are realized with a low tone as 

opposed to a high tone seems to be a cOWlter-argument to the tongue-pull 

theory generally proposed to accotmt for these intrinsic FO differences 

between high and low vowels. 

In the discussion it was also suggested that the fact that tones do 

not develop from intrinsic pitch of vowels as they do from intrinsic FO 

perturbations caused by prevocalic consonants cannot be explained by 

loudness but may be by the dynamic effect of prevocalic consonants as 

opposed to the s-::'atic effect of vowel height. 

3. It is often the case that other cues than steady state Fa are used 

to identify tones. It seems that Yoruba "lown tone is in fact a low 

falling tone ~ but that this lOW' falling tone is changed into a low level 

tone when followed by a non-low tone. 
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The following tentative program for the Colloquium on Bantu 
Expansion was received from Dr. Jacqueline M.C. Thomas, Directeur de 
Recherche au C.N.R.S.: 

COLLOQUE INTERNATIONAL DU CENTRE NATIONAL DE LA RECHERCHE SCIENTIFIQUE 

LWldi 4 avril 

matin 

apres-midi 

Mardi 4 avril 

matin 

apres-midi 

Mercredi 6 avril 

matin 

apres-midi 

,]Plldi 7 avril 

Wlt.ln 

EXPANSION BANTOUE 

"Methodes comparatives en mati~re de clas­
sification linguistique (glottocbronologie, 
lexicostatistique, problemes des emprunts, 
correspondances regulieres)." 

Expose introductif par B. HEINE 

"Developpements recents en matiere de classification 
bantoue" par T. SCHADEBERG 

"La geographie linguistique des Grassfields tr par 
K. STALLCUP 

"Bantou et bane" par J. VOORHOEVE 

suite 

Expose par B. HEINE 

"Quelques parlers bamileke de l'Est" par G. NISSIM 

"The Ngemba group" par J. LEROY 

"Le groupe noun" par J .-M. HOMBERT 

"Comparaison des unites lexicales (inno­
vations lexicales, archa'ismes et formes 
residuelles, phonologies comparees)." 

Expose introductif par A. COUPEZ 

Expose introductif suite par A. COUPEZ 

"Comparaisons lexicostatistiques dans des langues 
bantoues de la Tanzanie du Nord, du Kenya et dtOu­
ganda" par G. PHILIPPSON et D. NURSE 

TIleme 2 suite 

F.xpose par A. COlIPEZ 

"nt,atut dp-s voyellf's des rR.cinps nominnle~ PH lwimbi" 
pa.r K. n'J'AI..rLr.UP 
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Vendredi 8 avril 

matin 

apr~s-midi 

Samedi 9 avril 

maUn 

apres-midi 

Lundl 11 avril 

matin 

aprh-midi 

Mardl 12 avril 

_tin 

apr~s-midl 

Mt-r.: red! 13 anil 

_t.in 

apre.s-lLidi 

Th~me 2 suite 

Expose par A. COUPEZ 

Expose par A. COUPEZ 

"Problemes specifiques de graJDlllaire com­
paree du bantou (innovations dans Ie 
systeme grammatical : systeme des classes 
llOJIlinales, formes verbales, ~rivation)." 

Expose introductif par A.E. MEEUSSEN 

"Accents et tons bantous" par L. IfiMAN 

"Les enensions bantoues et leurs rapports en 
Benoue-Congo" par E. VOELTZ 

"Les voyelles centrales en bafia et dans lee autres 
langues du groupe A. 50" par G. GUARISMA 

"Proble-s de derivation en bamileke" par G. NISSIM 

suite 

Expose par A. E. MEEUSSEII 

"Proble._ de df.rivIltion eli baaaa" par J. VOORIIOEVE 

"Babankl and the Rill(! group" par L. HYMAN 

"lion I (Kis&Je group)" par L. HYMAII 

Kxpos~ par A. E. MEE'J5SlJI 

"La fo~ sous-~acent.e .'ie-s racine. pronOlllinalea en 
.anlton" par :. ~f()T 

"Li."." par ... V:::ORliOrn: 
"'!t:enyang" .ar .;. -/'lJRHOra 

"'rhe ""-' lang--",€"s" par JI:. STALLCUP 

.-.i.e .. _tlJropolO<Jlques ~t arcJW.olo-
9:1._ (pr:l.lJC1paJ'" 1rtJIJOtbB- sur 1.s 
fac:tertts tie 1·.",....1on baneoue, _­
de ..erifia.tionJ.· 

I;r.<>se introd1X:tif par I. DAVID 

u;:<:se 1:>,"r:ld1x:~if (suite) par I. DAVID 

'"&mtu expu1siCIC 1:> Eastern IIDd Soat.bern Africa: 
&r~l!e.>l"gi=&l ~ linCUillUe en4eDCe" par 
J.ii&~. 
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mat in 

apres-midi 

Vendredi 15 avril 

mat in 

apres-midi 

Samedi 16 avril 

matin 

apres-midi 

suite 

Expose par N. DAVID 

Expose (suite) par N. DAVID 

"L'organisation du systeme des classes nominales en 
aka (zone C)" par J.M.C. THOMAS 
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"Les migrations bantoues a partir des 
donnees linguistiques, des donnees de la 
trad~tio~ or~le, des do;uments historiques, 
des ~nstl.tutl.ons comparees." 
"L' habitat d' apres les donnees linguis­
tiques (milieu geographique et milieu 
naturel - flare et faune - technologie: 
agriculture- technique du fer)." 

Expose introductif par P. ALEXANDRE 

"L'habitat d'apres les donnees linguistiques" par 
E.C. POLOME 

"Cles sociolinguistiques de I' ecologie fumu et wumu" 
par J. -P. MAKOUTA-MBOUKOU 

"Le phenomene migratoire chez les riverains de la 
region du confluent du Congo et de 1 t Oubangui" par 
P. van LEYNSEELE 

"Social anthropology and the Bantu migration" par 
P. van LEYNSEELE et A. KUPER 

suite 

Expose par P. ALEXANDRE 

Bilan des activites 





Studies in African Linguistics 
Volume 8, Number 2, July 1977 

Announcing the following publications from Southern California Occasional 
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SCOPIL 5: DISCOURSE ACROSS TIME AND SPACE 

Edited by Elinor Ochs Keenan and Tina L. Bennett 

TABLE OF CONTENTS 

1. "Why look at unplanned and planned discourse" (Elinor Ochs Keenan) 

2. 

3. 

4. 

"An extended view of verb voice in written and spoken personal 
narratives" (Tina L. Bennett) 

"The typology of narrative boundedness" (Judith Walcutt) 

"Combining ideas in written and spoken English: a look at subordina-
tion and coordination" (Barbara Kroll) 
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5. "Stress and sentence position: ways of indicating discourse prominence" 
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CORRIGENDA 

In the report of the Eighth Annual Conference on African Linguistics 
which appeared in SAL Volume 8, Number 1, two papers were omitted: 

Gerard Dalgish and G. Sheintuch, liOn the justification for language 
specific sub-grammatical relations" 

Judith Olmstead Gary, "Implications for universal gra.rm:nar of object­
creating rules in Luyia and Mashi" 
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Although the authors of these papers were not able to attend the con­
ference, their papers were read and discussed. We apologize for the 
omission of their papers from the conference report. 
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