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INTRODUCTION

Engineers frequently engage with complex, ill-structured 
problems that require application of deep mathematical 
and scientific knowledge.[1-5]  Typically, engineering 

students encounter this kind of real-world problem-solving in 
the capstone design course.[6]  Over the past few decades, how-
ever, many programs have started to implement cornerstone 
design experiences, in which first-year engineering students 
are given the opportunity to engage in challenging design 
problems.[7-8]  Indeed, Ford et al. find that approximately 20% 
of introduction to engineering (or introduction to chemical 
engineering) courses have increased their design content in 
the past five years.[9]

There are many models for cornerstone design courses 
described in the literature [10-16] and some models that dem-
onstrate that first-year students can have meaningful experi-
ences with real-world problems despite their limited technical 
background.[17-19]  These cornerstone design experiences have 
been shown to increase students’ self-efficacy [20] and intel-
lectual development[21] and have also been shown to increase 
retention of women and underrepresented minorities.[22]  In the 
cognitive domain these design experiences have been shown 
to increase performance in future ill-structured problem-
solving tasks.[3, 23]

Similar to the capstone design experience,[6] the cornerstone 
design experience is widely considered to be successful.  
However, there are many different measures of success.  
For example, success may be measured through time spent 
engaged in cognitive tasks associated with design and 
problem-solving,[10, 16-17] students’ and instructors’ thoughts 
on the impact of the design course,[11, 15, 18] and increased re-
tention.[23]  While all of these measures are important to the 
student experience in engineering education, we are primarily 
interested in the cognitive benefits of the cornerstone design 
course — in particular, problem-solving.

We could find no studies measuring the change in students’ 
problem-solving skills over the course of the cornerstone de-
sign experience.  Indeed, a more rigorous measure of success 
in terms of cognitive skills development would be to show 
that students’ problem-solving skills become more expert-like 
during the cornerstone design experience. 
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THEORETICAL FRAMEWORK

Problem-solving has been studied extensively in engineer-
ing education research,[4-5, 24-27] cognitive psychology,[28-30] 

and other fields of discipline-based education research        
(DBER).[31-36]  This research has revealed many key insights 
into human problem-solving and is quite diverse in scope.

Some research has focused on cognitive aspects of prob-
lem-solving, often using introductory physics problems as a 
context.  This research has focused on problem-solvers’ use 
of mental and physical representations,[34] problem-solving 
strategies and knowledge structures,[37-38] and the role of 
cognitive load and working memory.[39-40]  Other research has 
investigated expert-novice differences in problem solving to 
determine why experts are more successful.  This research 
has looked at differences in procedures used by novices and 
experts [41-44] and differences in knowledge structures.[28, 45-46] 

There are several key limitations to research on problem-
solving.  First, the problems that researchers use to study 
problem-solving are typically limited in scope.  Researchers 
in cognitive psychology have largely focused on knowledge-
lean tasks that discount the role of disciplinary knowledge 
in expert problem-solving.[29-30]  Researchers in DBER have 
largely used textbook-style problems (with some notable 
exceptions, e.g. [44, 47]) which do not necessarily represent 
the kinds of problem-solving that are used when solving 
workplace problems.  We characterize these shortcomings as 
a lack of research on how people solve authentic problems.

Authentic problems require the application of deep dis-
ciplinary knowledge, are ill-structured,[25] may require the 
problem-solver to collect additional information, and require 
the problem-solver to continuously reflect on their working 
solution and their problem-solving process.[24]  An example 
of an authentic problem would be an engineer designing a 
chemical process to produce a novel chemical product.  The 
engineer has to determine the goals of the problem and how 
to achieve those goals.  This kind of problem-solving is often 
iterative and requires the solver to reflect on their planning 
process and solution to reach a best solution for the problem.

Price et al. have developed an empirical framework of 
authentic problem-solving that is general across disciplines 
in science, engineering, and medicine.[48]  They conducted 
think-aloud interviews — adapted from the critical decision 
method of cognitive task analysis [49] — with experts in a 
variety of disciplines to determine what are the decisions 
made by an expert as they solve an authentic problem.  They 
found a set of 29 different decisions and 5 additional themes 
that were consistent across all disciplines. 

Price et al. found that how experts make these different 
decisions and what qualifies as good decision-making is 
highly field-dependent and guided by a mental construct 
called a “predictive framework.”[48]  A predictive framework 

is a mental model of the key features of a problem and the 
relationships between those features.  This framework allows 
the expert to explain observations and make predictions about 
how a system will behave (i.e. conduct mental simulations).

We assert that, to assess authentic problem-solving, one 
thus needs to develop a problem that requires students to 
make some of these 29 expert decisions and then evaluate 
how their decision-making compares to that of experts in the 
discipline.  In previous work we described a general model 
for how to assess this kind of problem-solving [50] and have 
developed a specific example of this kind of assessment 
in the context of chemical process design.[51-53]  The basic 
structure of the assessment is to present the problem-solver 
with a non-functioning system, e.g. a flawed design, and then 
ask them general questions to see what features of the design  
they notice and what criteria they use to evaluate the design. 
We then ask increasingly more detailed questions about the 
design to capture a range of problem-solving skills.  Experts 
and advanced students notice important features and flaws 
earlier in the assessment, whereas more novice student may 
never notice the flaws.  We note that troubleshooting is a 
specific type of problem-solving that lends itself well to this 
type of assessment.  As we detail below, it does not probe all 
problem-solving decisions, but does call for many of them 
and requires much of the same reasoning and knowledge.  
In this study, we use this assessment as a pre/post measure 
of students’ problem-solving skills in a cornerstone design 
course to determine the cognitive benefits of such courses.

RESEARCH QUESTION

Our research question was: Does students’ problem-solving 
improve during a cornerstone design course in chemical 
engineering?  The purpose of this study is to determine the 
cognitive benefits of cornerstone design courses from a 
research perspective and to encourage educators to adopt a 
cornerstone design approach to teaching chemical engineer-
ing.  This study provides evidence showing the cognitive 
benefits of the cornerstone design experience.  In particular, 
it shows that students’ authentic problem-solving improves 
during the cornerstone design course and suggests that these 
skills may improve because they are given opportunities to 
practice elements of authentic problem-solving.

COURSE CONTEXT

The subject of this study is a 2-credit, semester-long course 
in Chemical Process Design at a highly selective public re-
search university in the western United States.  The course is 
primarily taken by freshman and transfer students intending 
to major in chemical engineering.  The course covers the 
basics of qualitative design, including separation and reaction 
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operations.  It also covers basic quantitative mass and energy 
balances, as well as economic analyses of chemical processes. 
Students’ grades were based on 11 homework assignments 
(20%), a midterm exam (20%), a final exam (20%), a final 
individual project (20%), and participation (20%).  Note that 
the researchers did not interfere with the design of this course; 
it was taught as it always has been by the instructor.

Class time is divided between a 50-minute weekly lecture 
and an 80-minute weekly recitation section.  The lectures be-
gin with a vignette about a notable chemical engineer to help 
students develop a sense of engineering identity.  The majority 
of the lecture time is spent lecturing, but about 20% of the 
lecture time is devoted to targeted problem-solving practice.  
Students work in small groups to complete worksheets that 
are graded for participation credit or work individually to 
complete short quizzes that are graded for accuracy.  The 
recitation sections (4 sections of 40 students) were led by a 
graduate student TA.  Part of the recitation time was spent 
recapitulating concepts, terms, etc. from the lectures, but 
the majority of recitation time was dedicated to small group 
problem-solving.  Students would work in ad hoc groups of 
3-4 while the instructors went around the room to answer 
questions and check for understanding.  The instructor would 
present the solutions to the recitation problems at the end of 
class, and students were allowed to ask further questions.  This 
is the setting where students were able to practice decision 
making with timely feedback from instructors and fellow 
students, essential elements of deliberate practice.[54]  Outside 
of formal class time, instructors and TAs were available dur-
ing scheduled office hours, as well as via an online forum 
where students could ask (and answer) questions, which was 
regularly monitored by the instructors.

The homework problems were mostly taken from Duncan 
and Reimer.[55]  There was substantial variation in the types of 
problems that were assigned.  The students completed some 
exercises that focused on “re-defining” the problem – read-
ing a problem scenario and deciding what the true goal of 
the problem was.  The students also completed some process 
analysis exercises in which they are given a flawed block 
flow diagram and asked to identify a certain number of er-
rors and inefficiencies in the process.  This uses many of the 
same decision-making processes as our assessment, but the 
textbook problems are more constrained and explicitly tell  
the students that there is something wrong with the process.  
Other problems were open-ended design tasks in which stu-
dents were given information about the process chemistry and 
asked to design a process to produce a certain product (and 
later in the course to produce a product at a certain purity, or 
to optimize the profit made).  These problems could require 
students to generate multiple potential solutions and reflect 
on how well these various solutions meet the problem goals.  
Other problems were well-structured exercises in mass and 
energy balances, in which the students made few decisions 

on their own.  The exam and quiz problems were similar to 
the homework problems.

The individual final project in the Spring 2020 term was to 
design a system to produce food for a group of astronauts liv-
ing on Mars.  They could make a limited set of decisions, such 
as whether to use solar panels or nuclear power for the process 
or which crops to grow, and did some limited searching for 
information (e.g. food caloric densities).  Students make a 
subset of the expert decisions during this project, some of 
which are probed by our external assessment (see Figure 1).

We administered an assessment of problem-solving (sepa-
rate from other course assessments) as a pre- and post-test 
during the Spring 2020 semester.  We describe the assess-
ment in detail in the following section.  The enrollment in 
the course was 140 students, and we collected 91 complete, 
matched pre- and post-responses that were open-ended.  We 
chose a pre/post design to measure changes in problem-
solving over the course, with the pre-test measurements 
indicating how much authentic problem-solving students 
had previously practiced.  The assessment was assigned as 
part of the first and last homework assignment in the course, 
though students were only given credit for whether they 
made an earnest effort to complete the assessment (spent at 
least 10 minutes and submitted a complete response), not on 
the quality of their responses.  Students were instructed to 
work independently, but we did not control the assessment 
conditions because it was impractical to take up class time 
with this assessment.   In our analysis of written responses, 
we saw no evidence of collaboration.

ASSESSMENT 

The chemical process design assessment, as well as the 
expert decisions that it probes, is shown in Figure 1.  In the 
assessment the problem-solver is asked to take the perspective 
of a practicing engineer supervising an engineering intern.  
The intern develops a chemical process that has a number of 
flaws and inefficiencies.  Diagnosing the flaws in this process 
requires some disciplinary knowledge but also requires the 
problem-solver to make a number of the expert decisions 
identified by Price et al.[48]  The assessment has four main 
parts.  First, students are shown the nonfunctioning process 
and asked general questions about how they would evaluate 
the design.  Second, students are shown a design that has the 
flaws corrected, but still is not optimized and asked more 
detailed questions about the design.  Third, students are given 
a list of information relevant to the design and must decide 
how relevant the information is and how they can incorporate 
the information into the design.  Finally, students are shown a 
more efficient process and asked whether it is a better design.

In a previous study [50] we collected responses to this as-
sessment from three experts to validate the assessment and 
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Figure 1.  Outline of assessment design.[48]
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develop a rubric.  All three experts had decades of industry 
experience, as well as several years of experience teaching 
capstone design courses at research universities.  From these 
expert responses we developed a rubric to determine how 
expert-like students’ solutions were (see Table 1). 

ANALYSIS

For the quantitative analysis, we calculated students’ as-
sessment scores according to the scoring scheme summarized 
in Table 2.  The assessment has eight quantitative measures 
of expert-like performance.  The Evaluation Criteria, Infor-
mation Request, and Safety scores represent the number of 
factors in Questions 1, 9, and 8 respectively that were men-
tioned by experts and students, divided by the total number 
of factors mentioned by students. These scores range from 
0-100% because the total number of expert-like responses 
cannot exceed the total number of student respones.  On 
Question 10, experts were unanimous in citing three pieces 
of information as essential to the process.  The Information 
Ranking score is the fraction of those three pieces of informa-
tion that students ranked as important.  We do not consider 
the ordinal ranking of all information, just the agreement on 
the top 3 pieces of information as identified by experts.  That 
is, if a student ranked two of the three top expert pieces of 
information as essential, they would receive an information 
ranking score of 67%.  There were three errors in the origi-
nal design shown to students.  Design Errors is the fraction 
of those three errors that students noticed.  Similarly, there 
were four improvements we identified that students could 
suggest.  Design Improvements is the fraction of the four 
objective improvements that could be made to the corrected 
process that students correctly suggested.  Students did not 
suggest any improvements outside of the ones we identified.    
Feasibility is the fraction of students who said the original 
design shown to them (with significant flaws) was feasible 
when asked in Question 3.  Improved Process is the fraction 
of students who accepted the process improvements shown 
to them in Question 12.  We note that the first six measures 
are student-level scores, whereas the final two measures are 
course-level scores.  We use these different measures of exper-
tise because the different sections of the assessment measure 
different types of problem-solving.  A coded example solution 
may be found in the Appendix.

For Evaluation Criteria, Information Request, Information 
Ranking, Design Errors, and Design Improvements, we used a 
paired, two-tailed t-test for unequal variances to determine if 
these differences were statistically significant.  We then calcu-
lated Cohen’s d as a measure of the gains that students made 
from pre- to post-test.  Cohen’s d measures the difference 
between the means of two distributions in units of standard 
deviations of those distributions.  Effect sizes 0.5 or greater 
are considered to be large, and effect sizes of 0.2 - 0.5 are 

medium.[56]  We did not calculate Cohen’s d for Safety scores 
because Question 8 was located at the end of the pre-test. We 
found that this question placement biased student responses 
to only mention the safety issues present in the information 
given to the students in Part 3 of the assessment, so the mea-
sures did not reflect students’ own knowledge.  On the binary 
measures of how many students thought the original design 
was feasible, and how many students accepted the improve-
ments suggested to the design, we used a chi-squared test to 
determine if there were statistically significant differences in 
counts.  A chi-squared test is appropriate for counts because it 
is used to measure the difference between expected frequen-
cies of an event and the observed frequencies; in this case the 
event is whether a student indicated the process was feasible 
or whether they accepted the improved design.

RESULTS

We found statistically significant increases in Evaluation 
Criteria (15% pre, 25% post, t(89) = 2.89, p = 0.002, d = 0.35, 
medium effect size), Information Request (39% pre, 59% 
post, t(89) = 3.02, p = 0.002, d = 0.37, medium effect size), 
Information Ranking (51% pre, 59% post, t(89) = 1.76, p = 
0.041, d = 0.25, medium effect size), Design Errors (8.1% pre, 
18% post, t(89) = 2.99, p = 0.002, d = 0.37, medium effect 
size), and Design Improvements (12% pre, 27% post, t(91) =  
5.50, p < 0.001, d = 0.65, large effect size) scores. 

The change in Evaluation Criteria scores is due to students 
mentioning more criteria that were cited by experts, not citing 
fewer overall criteria.  Compared with their pre-test responses, 
students were more likely to mention safety as an important 
criterion (13% pre, 29% post), as well as product yield (12 % 
pre, 21% post), the quality of the separations processes (5.5 % 
pre, 16% post), and the complexity of the process (8.8% pre, 
15% post).  Students were less concerned with issues related to 
the visual representation of the process (25% pre, 8.8% post).  
Students also became more aware of issues related to process 
economics (45% pre, 60% post), energy use (18% pre, 52% 
post), and material re-use (38% pre, 59% post) from pre- to 
post-test, though these were not criteria cited by the experts.

Analysis of students’ responses to Question 10 reveals three 
notable changes in the information that students requested at 
pre-test versus post-test.  At post-test, students again were 
much more interested in safety information, e.g. material 
toxicity (3.3% pre, 25% post) and quantitative information 
on process flow rates (5.5% pre, 22% post). 

The difference in students’ information ranking scores can 
be explained by a shift from students thinking about the three 
most essential pieces of information as “secondary consider-
ations” to viewing them as “essential” information.  Students 
were more likely to rank information related to environmental 
hazards (54% pre, 65% post) and the quality of separations 
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TABLE 1
Rubric for scoring the assessment based on the responses of three experts.  For Evaluation Criteria, Information 

Request, and Safety, the rubric items were mentioned by at least one of the three experts.  For Information Request, 
all three experts agreed that these items were essential pieces of information.  The Design Errors and Design 

Improvements were predetermined based on the design of the assessment.
Topic Area Elements of Expert Solution

Evaluation 
Criteria

•	 Complexity: whether the process accomplishes its objectives with a minimal number of units
•	 Safety: whether there are particular safety considerations necessary to accommodate this process
•	 Stream compositions: whether mole or mass fractions of components in each stream are listed
•	 Flowrates: whether the flowrates are specified to determine production volume and equipment sizing
•	 Yield: whether yield of the desired product is given
•	 Reasonable Separations: whether the specified separations follow the physical properties of the given 

chemicals and are feasible
•	 Mass balance: whether the overall mass balance is satisfied
•	 Metallurgy: whether consideration is given as to what materials to make units and pipes out of, given 

high temperature and corrosive environment
•	 Process failure: what particular failure modes the process has

Information 
Request

•	 Flow rates: requesting that the flow rates of all streams be given
•	 Equipment Specs.: requesting information on the sizing and construction of the unit operations
•	 Yields: requesting the yield of the final product
•	 Temperature/Pressure: requesting operating temperatures and pressures of streams and units
•	 Complexity: asking whether the same objectives could be accomplished with fewer units
•	 Safety: asking what the safety considerations on materials handling and process operation are
•	 Heat management: asking what is the plan for heating and cooling various parts of the process
•	 Waste/environment: asking what is the waste disposal plan
•	 Byproduct: asking about potential uses, recycles, or markets are for various by byproducts

Information 
Ranking

•	 Chlorine gas is extremely corrosive at high temperatures and can corrode as much as 1/2” steel per year
•	 Carbon tetrachloride is toxic and can cause extreme liver toxicity
•	 Carbon tetrachloride (reactant) can be reformed from chlorine gas and hexachloroethane (byproducts) 

in the presence of an antimony pentachloride catalyst

Design 
Errors

•	 Carbon tetrachloride is recycled into a separator instead of the initial reactor, creating an infinite                
accumulation loop

•	 The recycle stream for carbon tetrachloride lacks a purge, leading to the buildup of impurities
•	 Chlorine gas is missing from the effluent of the second reactor

Design 
Improvements

•	 Hexachloroethane can be recycled to create more product
•	 The separations can be reordered to more efficiently use heating and cooling
•	 The number of units can be reduced by combining redundant separation operations
•	 The large temperature swings can be used to heat other parts of the process

Safety •	 Chlorine and carbon tetrachloride are toxic and bad for the environment and plant workers
•	 The large recycle streams could lead to buildup of impurities and process failure
•	 Chlorine could corrode pipes and units and cause leaks
•	 There could be runaway reactions which lead to combustion
•	 There should be a complete HAZOP analysis performed
•	 The process temperatures are extremely high
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(31% pre, 42% post) as essential at post-test and were less 
concerned with the cost of ancillary equipment (31% pre, 
15% post).  At post-test, students were more likely to suggest 
changes to the process based on the information they had to 
rank: 36% of pre-test responses suggested no changes to the 
process compared with 26% of post-test responses.  However, 
their changes were largely superficial, either expressing ge-
neric concerns about process safety (6.6% pre, 18% post) and 
ways to avoid the use of a toxic reactant (7.7% pre, 26% post).

At post-test, students were far more likely to notice the 
missing purge stream, which would result in infinite mass 
accumulation in the process (1.1% pre, 32% post).  However, 
they were not any better at noticing the other errors in the 
design.  They were far more likely to suggest two design 
improvements: recycling unused intermediate (29% pre, 
48% post) and adding units to recover lost heat (7.7% pre, 
43% post).  Students were less likely to suggest recycling 
unreactive byproducts or desired product at post-test (26% 
pre, 13% post), which would make the process worse.  They 
were more likely to suggest changing process temperatures 
to save energy (4.4% pre, 14% post), which is well intended 
but has economic implications about the size of the equipment 
that students did not consider when suggesting this change.

The safety concerns that students had about the process at 
post-test were overwhelmingly about the hazards associated 
with using chlorine gas (44%) and the high temperatures in the 
process (34%) without explaining why they were concerned 
about those issues.  A small fraction of students elaborated 
that they were concerned about chemical spills and disposal 
(6.6%) or reactor combustion (7.7%).  About 14% of students 

expressed general concerns about using hazardous chemicals 
but did not specify which chemicals or what their concerns 
were.  We note that safety concerns frequently appeared in 
students’ requests for additional information and criteria for 
evaluating the process, not only in response to the safety 
question.

There was no statistically significant change in the number 
of students who said the original design was feasible (59 % 
at pre-test, 64% at post-test, p = 0.50).  Note that there are no 
standard errors on this measurement because it is a frequency. 
Students who said the process was feasible generally shifted 
their reasoning from “it produces the desired product” (43% 
pre, 26% post) to saying that the process would work but it 
would be inefficient (15 % pre, 36% post).  Students who said 
the process was not feasible were more likely to cite the miss-
ing purge stream in the original design (2.8% pre, 34% post).

There was no statistically significant change in the number 
of students who accepted the proposed changes to the process 
at the end of the assessment (87 % pre, 80 % post, p = 0.18). 
Students who accepted the changes were more likely to cite 
the fact that the proposed design had fewer units (19% pre, 
36% post), saved energy (7.7% pre, 21% post), and reduced 
cost (10% pre, 18% post).  Notably, only 35% of the students 
who accepted the changes because there were fewer units also 
identified that this would lead to cost and energy savings. 
Students who did not accept the changes were more likely to 
say that the increased size of the units outweighed the cost 
savings from recycling intermediates (8.3% pre, 16% post) 
and that they objected to there being product in the recycle/
purge stream (8.3% pre, 26% post).  Notably, 25% of pre-test 

TABLE 2 
Quantitative measures for scoring the assessment.  All scores range from 0 to 100 %.  The contributing questions 

refer to the questions listed in Figure 1.

Topic Area Description Contributing 
Questions

Evaluation 
Criteria

Number of student-identified criteria that were also cited by experts divided by the total 
number of student-identified criteria. 1

Information 
Request

Number of student-requested pieces of information that were also requested by experts 
divided by the total number of student-requested pieces of information. 9

Information 
Ranking

Experts cited three pieces of information as most important. This score is the fraction 
of those pieces that students rank as most important. 10

Design Errors Fraction of errors that students notice in the design. 1 - 4
Design 
Improvements Fraction of improvements that students suggest to the design. 1 - 7

Safety Number of student-identified safety considerations that were also cited by experts divided 
by the total number of student-identified safety considerations. 8

Feasibility Fraction of students who say the original design is feasible. 3
Improvements Fraction of students who accept the improvements suggested to the design. 12
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responses who did not accept the changes said the process 
produced no product, while none of the students said this at 
post-test.

DISCUSSION

Broadly speaking, we see that students’ problem-solving 
improves over the cornerstone design course.  The improve-
ments seem to be in areas where they are given practice in 
making certain expert decisions during the cornerstone design 
course, and that the problem-solving gains are smaller when 
this practice is more limited.  For example, students get sub-
stantial practice deciding what information is needed to solve 
the problem and how important various pieces of information 
are during the final project.  Students get some practice on 
the homework reflecting on how well a given solution holds, 
but they clearly need more practice in this area.  Qualita-
tive analysis of students’ open-ended responses reveal that 
students’ predictive frameworks are starting to more closely 
resemble experts’, particularly when it comes to issues of 
process safety.  Despite these gains, there are also areas where 
students lack clear connections between important features 
of the problem. 

We also note that the problem-solving scores of first-year 
students at the end of their first engineering design course are 
similar to the problem-solving scores of senior students enter-
ing the capstone design course.[51]  This suggests that students 
may not be getting the chance to practice making many of 
the expert problem-solving decisions during the engineering 
science courses they take in the second and third years of the 
curriculum.  Another possibility is that the problem-solving 
skills they do learn in these courses do not transfer to other 
contexts (e.g. chemical process design) because they are 
developing different predictive frameworks in those courses.  
There are also limitations on the comparison between these 
students and the seniors studied.[51]  The measurements are 
not longitudinal data, so we cannot say for sure that the 
students we studied here would receive similar scores on the 
assessment when they began their capstone design courses. 
Furthermore, the seniors in this study [51] were from a differ-
ent university.  However, the two universities are both highly 
selective research intensive universities with similar demo-
graphics, both have a cornerstone chemical process design 
course, and both have similar curricula.

Changes Reflecting Practice Making Decisions
Many of the improvements in problem-solving that we 

see may be explained by students getting practice making 
relevant expert decisions during the cornerstone design 
course.  The improvement in Evaluation Criteria scores sug-
gests that students are getting practice defining what are the 
goals of the problem, as well as what are important features 

of the problem.  Students get targeted practice defining the 
problem goals when they complete the “redefine the problem” 
exercises.[53]  We also assert that redefining a problem requires 
students to identify the important features of that problem.  
Students only get a very limited opportunity to practice this 
at the beginning of the cornerstone course.

The skills practiced during the final design project seem 
like a plausible explanation for the increase in Information 
Request and Information Ranking scores.  During the final 
project in particular, students had the opportunity to practice 
deciding what information was important and relevant to 
solving the problem.  Though they were given a limited set 
of sources and thus had to do a little of their own research, 
the sources provided far more information than was necessary 
to solve the problem they were interested in.  Thus, they had 
to parse the documents for what information was needed to 
solve the problem and prioritize what information would be 
most important for reaching a solution.  The final project was 
relatively structured, so students did not have to decide what 
conclusions could be drawn based on this new information, 
only whether or not the information was needed and how 
important it was.

We note that two large improvements were on students’ 
Design Improvements scores (15% change, d = 0.65) and 
Design Errors scores (10% change, d = 0.37).  The first is a 
large effect size, and the second is medium.  In terms of the 
decisions made, these scores primarily measure how well 
students are deciding how well a given solution (the flawed 
design) holds.  Students receive scaffolded practice in mak-
ing these decisions when they complete the process analysis 
exercises from Ref. [55], which suggests that practicing these 
kinds of troubleshooting exercises better enables students 
to reflect on a given solution.  Because of the limitations of 
the assessment, we cannot determine whether this reflective 
practice would transfer to a student analyzing their own de-
signs, but this seems plausible.  Future investigations should 
determine whether troubleshooting practice allows students 
to better reflect on their own solutions.  Finally, we note that, 
despite the students’ improvements on Design Improvements 
and Design Errors scores, there is still room for growth.  The 
majority of students were unable to identify the mass accu-
mulation problem and thus predicted that the original flawed 
design was feasible.  Based on previous work in mechanical 
engineering design, we hypothesize that deliberate practice 
with reflecting on their problem-solving processes and solu-
tions might help students improve further.[57]

Developing Predictive Frameworks
The analysis of students’ open-ended solutions reveals 

how students’ predictive frameworks are developing over the 
course of the cornerstone design experience.  For example, 
students were less likely to confuse chemical species at post-
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test (reflected by suggesting that waste products or desired 
products be recycled).  We also see students progressing 
towards expertise by becoming more quantitatively oriented 
in their evaluation of the process and the information they 
request.  Flow rates, operating parameters, and product 
yields are all quantitative measures that help experts judge 
the feasibility and quality of a chemical process.  As a result 
of practice using such measures to evaluate processes in their 
homework exercises, this area of students’ predictive frame-
works becomes more developed during the course.

One theme where the students see consistent shifts toward 
expertise is the role of safety in chemical process design.  
Students were more likely to cite safety as an important cri-
terion for evaluating the initial process, more likely to request 
safety information, and more likely to rank safety informa-
tion as essential.  Safety was a theme that was consistently 
emphasized during instruction.  For example, issues of mass 
accumulation and byproduct stream contamination were often 
framed in terms of safety hazards – e.g. what is an acceptable 
level of pollutant in a waste stream from a process that the 
students are designing.  Though there were significant shifts 
toward thinking about safety, this area of students’ predictive 
frameworks is still being developed.  For example, students’ 
concerns about process safety were largely about the high 
process temperatures and that chlorine is hazardous.  While 
both of these things are true, and both were mentioned by 
experts, very few students articulated the consequences of 
these facts – namely that the plant is at increased risk of 
combustion/runaway reaction because of these high tempera-
tures, and the plant workers are at increased risk of hazardous 
chemical exposure.

There are other areas where development of predictive 
frameworks is evident.  In Question 12 we see far more stu-
dents citing the reduced number of units as a reason that the 
improvements to the process should be accepted.  However, 
only 34% of students who identify the reduced number of 
units as an improvement to the process further articulate 
that this results in energy and cost savings.  This reflects an 
area where students’ predictive frameworks may lack strong 
relationships between important features of this problem.  As 
a further example, the students who reject the improvements 
on the basis that the size of the units is greatly increased are 
able to make predictions about how adding recycle streams 
will affect the process, but they have a weak understanding 
of the relationship between the size of the unit and its cost 
(which is usually sublinear).

It is worth noting that the development of students’ predic-
tive frameworks is not a guaranteed outcome of instruction.  
Indeed, in a separate study we found that few students who had 
taken an introductory physics course had developed predictive 
frameworks that were sophisticated enough to allow them to 
plan their problem-solving strategy in advance.[57]  Even in 
a course where instruction was carefully designed to teach 

problem-solving, that study showed that we failed to help 
students develop more expert-like predictive frameworks.[58]

Limitations and Future Work 
We cannot prove that the structure and content of the course 

are the cause of the shifts in problem-solving we see here.  
However, based on research that describes the development 
of expertise,[54] it seems plausible that the course is indeed 
helping students developing these problem-solving skills 
through deliberate practice.  Deliberate practice is carefully 
scaffolded, targeted practice of component skills needed for 
expert performance.[59]  Through this practice and feedback 
from an expert teacher or coach, the student develops the 
tools they need for consistent expert performance in a given 
domain.  Future studies should administer this same problem-
solving assessment as a pre- and post-test in a typical mass 
and energy balances course that does not have a significant 
design component.  That would provide a pseudo-control 
group that would help show that the gains we see here are 
indeed the result of instruction in this course.

Another limitation is that we only investigated problem-
solving in a single cornerstone design course in a single dis-
cipline.  Future work should focus on developing discipline-
specific assessments so that problem-solving can be measured 
in other contexts.  This would allow us to determine whether 
cornerstone design courses, in general, teach students how to 
solve problems, or whether this is a unique instance.

This study suggests that students’ problem-solving in the 
relatively broad areas probed by this assessment is largely 
stagnant between the end of the cornerstone design experience 
and the beginning of the capstone design experience.  While 
many core engineering courses provide extensive coverage 
of chemical engineering content, they often offer very little 
practice in making design decisions using this content.  We 
are currently working with instructors of engineering sci-
ence courses in years 2 and 3 of the curriculum to develop 
interventions that improve students’ problem-solving during 
the middle years. 

CONCLUSIONS

We administered an assessment of problem-solving as 
a pre- and post-test in a cornerstone chemical engineering 
design course.  We find that students’ problem-solving skills 
improved over the course of a cornerstone design experience 
in chemical engineering.  Students saw particularly large 
gains suggesting improvements to the block flow diagram 
and identifying what information is necessary and important 
to solve the problem.  This can be plausibly explained by the 
practice students received making these decisions during the 
final project and homework assignments in the course.  Stu-
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dents received less practice identifying important features of 
the problem and are thus less expert-like in this area at the 
end of the course. 

We also see evidence that the cornerstone design course 
helps students develop more expert-like predictive frame-
works.  Students are better at keeping track of important 
features of the problem and become particularly well aligned 
with experts on issues of process safety.  Despite this progress, 
there are also areas where students’ predictive frameworks are 
still developing, as evidenced by weak links between impor-
tant features of the problem at hand.  This progress toward ex-
pertise is notable, as developing expert predictive frameworks 
is not a guaranteed outcome of introductory STEM courses, 
even when they are designed to teach problem-solving.[58]
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APPENDIX : 
Coded Example Solution


